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ABSTRACT
Dialogue agents that interact with humans in situated environments

need to manage referential ambiguity across multiple modalities

and ask for help as needed. However, it is not clear what kinds

of questions such agents should ask nor how the answers to such

questions can be used to resolve ambiguity. To address this, we

analyzed dialogue data from an interactive study in which partic-

ipants controlled a virtual robot tasked with organizing a set of

tools while engaging in dialogue with a live, remote experimenter.

We discovered a number of novel results, including the distribution

of question types used to resolve ambiguity and the influence of

dialogue-level factors on the reference resolution process. Based on

these empirical findings we: (1) developed a computational model

for clarification requests using a decision network with an entropy-

based utility assignment method that operates across modalities, (2)

evaluated the model, showing that it outperforms a slot-filling base-

line in environments of varying ambiguity, and (3) interpreted the

results to offer insight into the ways that agents can ask questions

to facilitate situated reference resolution.

CCS CONCEPTS
•Human-centered computing→ Empirical studies in HCI; •
Computing methodologies→ Discourse, dialogue and prag-
matics; Bayesian network models.
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1 INTRODUCTION
Effective human-agent interaction is critical for many application

domains ranging from customer service to space missions. In non-

laboratory environments these agents frequently encounter novel

concepts (and words, objects, actions, etc.) with which they are

unfamiliar. This is unavoidable due to difficulties in collecting and

labeling training data, but the problem is magnified when agents

are placed in novel and unexplored environments. For example, a

robot for space exploration may encounter objects and procedures

that do not exist on Earth. Moreover, ambiguity often arises in

multiple modalities (e.g., language and vision), and so agents will

need mechanisms to resolve ambiguity across all of these modalities.

One solution to this problem is to enable agents to engage in

dialogue and ask questions of a human interlocutor to reduce am-

biguity. This is particularly important for the task of reference

resolution, in which an agent needs to identify a target referent

that it may know little or nothing about. However, not all ques-

tions that agents ask are equally effective or efficient, and we want

those that ask good questions [3]. To understand what makes good

questions, we analyzed data from a corpus in which people con-

trolled a robot to carry out a collaborative tool organization task

while asking questions to a commander (an experimenter). The

corpus task was designed to contain high amounts of referential

ambiguity across multiple modalities with respect to entities in the

environment, and thus to elicit as many questions as possible. This

builds on the assumption that the kinds of questions people ask in

this task are good models for dialogue agents in collaborative task

domains.
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The contributions of this paper are twofold. First, we conducted

several empirical analyses of the dialogue data from the corpus.

This included categorizing the distribution of question types used

in the task, and exploring the effect of various dialogue-level fac-

tors on question generation, including speaker initiative and in-

struction granularity. Despite being implicated in the clarification

process, few if any studies have explored the role that these factors

play, especially in the context of a human-robot interaction (HRI)

task. Next, from the dialogue data in the corpus, we developed a

computational model of situated reference resolution for dialogue

agents using a decision network. Decision-theoretic approaches

have shown promise in modeling some aspects of conversational

grounding under multi-modal uncertainty [19, 37]. However, to our

knowledge they have not been employed for the task of generat-

ing questions for reference resolution. The advantage of such an

approach is that it is effective without pre-training, intrinsically

explainable, and robust to uncertainty across multiple modalities.

Our model is also generalizable in that it dynamically generates

a decision network from perceptual input and parameterizes the

network based on the entities and properties in the domain in real

time. This enables agents to operate in unseen environments for

which they have limited or no knowledge - a property that is rare

among current models.

In the next section, we survey work that studies how people ask

and respond to questions, and what approaches exist for model-

ing question generation for situated reference resolution. In Sec-

tion 3, we describe our empirical study to investigate how robots

should ask questions to support disambiguation of novel entities,

and present the results. In Section 4 we introduce our decision-

theoretic approach informed by the study data, and we evaluate it

in Section 5. Finally, contributions and future work are discussed

in Section 6.

2 BACKGROUND
In tasks where one dialogue partner is trying to learn from another,

and more broadly in any dialogue task where grounding occurs,

clarification is an essential process. Clarification primarily emerges

in dialogue where common ground contributions are in the process

of being established [6] or when there is a misunderstanding or

non-understanding [18]. Recovery strategies from these grounding

failures have been theorized and studied [36, 40]. As a special case of

grounding, reference resolution entails a collaboration where a lis-

tener tries to determine the referent that a speaker intends [7]. Our
work investigates the decision-making that an agent would
make toward optimal clarifications when trying to resolve
referents with a human in a collaborative way.

2.1 Question Selection and Clarification in
Situated Human-Agent Dialogue

Humans often use a variety of question forms to facilitate mutual

understanding in task settings, so it is natural for situated agents

to ask questions of their human interlocutors. One past focus has

involved robots. Indeed, robot-generated clarification requests are

increasingly being used to facilitate data collection for active learn-

ing algorithms [2, 41]. [4] provided guidelines for robot learning,

including that the robot must be able to ask questions that reflect

its mental model, such as missing information, task uncertainty, etc.

This raises the question of what robot question-asking strategies

are most effective for facilitating successful learning. Addressing

this question is the focus of the analysis in Section 3.

The impact of dialogue factors on question generation has not

been adequately explored to our knowledge. For example, it is

known that factors such as speaker initiative are related to role [21]
and interactivity [8], which has implications for how questions

are asked. Initiative has been explored in dialogue and discourse

modeling [43], and in its effects on dialogue management in various

domains [5, 15], as well as in HRI studies [1, 34]. Nevertheless, we

are unaware of any empirical studies that manipulated initiative to

investigate question generation. Another factor that may influence

clarifications is instruction granularity. Instructions can be produced
at different levels of granularity, ranging from discrete low-level

commands to high-level plans. Though [29] found that people are

more likely to use low-level commands when instructing a robot

versus a human, robots still need to be equipped with the capability

to respond to high-level intentions [46]. Few if any studies have

examined the role that speaker initiative and instruction granularity

play in the process of clarification generation, especially in novel

environments characterized by multi-modal ambiguity.

2.2 Situated Reference Resolution
The task of asking good questions relates to the body of work on

situated reference resolution. Early work established requirements

and information sources for multi-modal reference resolution [10,

11, 16, 26, 42]. Graph-based approaches that represent referents

and their semantic properties against an environment have shown

promise but are generally restricted to controlled environments

such as tabletops or game boards [23, 28, 49].

Probabilistic models are another popular approach [12, 14, 45].

While effective at identifying referents from a set of entities, they

may lead to dispreferred questions, compared to approaches that

leverage features or knowledge about the environment [47]. The

same drawback holds for POMDP-based approaches [27, 32, 44].

While they are generally quite effective for dialogue state track-

ing, they are less effective at generating clarification questions

for collaborative reference resolution, especially in novel environ-

ments. This is because POMDPs typically require a predefined state-

action space, but the relevant properties of a given environment

cannot always be known in advance. As a result, these approaches

tend to struggle with open-world interaction. Neural approaches

have recently been developed for situated, multi-modal dialogue

[20, 22, 24, 33, 39]. While promising, these approaches typically

require large, labeled training sets and are generally limited to the

specific domains in which they were trained.

The present work most closely relates to the body of work on

clarification for situated, collaborative reference resolution. Some

work has explored the use of decision-theoretic approaches for this

purpose, mainly for selecting questions that maximize expected

utility [2, 25, 38]. Information-theoretic approaches have also been

developed which rely on selecting queries that reduce entropy over

a set of groundings in an instruction [9, 17]. However, we are not

aware of work that fuses the two approaches. Our model uses deci-

sion networks supplemented with an entropy-reduction method
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Figure 1: Participant view (first-person) and GUI, including
a message box to communicate with the experimenter, and
an inventory.

over object properties to enable an agent to initiate referential clari-

fications when there are multiple possible strategies. This promises

to be (1) more generalizable and scalable than the algorithms de-

scribed above because of its focus on decision-making over detailed

object representations, (2) flexible enough to be used in open-world

scenarios, and (3) natural, since the model is explicitly grounded in

empirical studies of human-human dialogue.

3 HURDL CORPUS ANALYSIS
The HuRDL (Human-Robot Dialogue Learning) Corpus [13] was

used as the basis for empirical investigation of question generation.

The corpus task was designed to investigate how robots should

ask questions to learn novel entities when facing multi-modal am-

biguity. A question-type analysis was performed on the dialogue

data to examine the frequency of various question types, including

WH-questions (WHQs; who, what, where, when, why, how) and
Yes/No-Questions (YNQ). These results served as the empirical basis

for the computational model described in Section 4. Additional

analyses examined the effect of dialogue-level factors on question

generation (see Section 3.5).

3.1 Task Overview
In the corpus task, human participants played the role of a robot

performing a situated reference resolution task. The study was

run online using an interactive setup in which participants tele-

operated a virtual PR2 robot. The goal of the task was to organize a

number of previously-unseen tools scattered around the spacecraft.

A complete study run consisted of six trials, each one corresponding
to a single tool being located, then placed in the correct container.

Participants used their keyboard to control the robot and pick up

/ place objects. They had a first-person view of the environment,

along with an on-screen graphical user interface (GUI) that in-

cluded a text box to communicate with a remote “commander” (an

experimenter) through low-latency text chat (see Figure 1). The

commander gave scripted instructions in each trial (to maximize

experimental control) and responded to participant questions in a

standardized manner.

3.2 Environment Properties
The environment consisted of an open room with various con-

tainers, interfaces, objects, and landmarks. The environment also

contained six tool types, with three instances of each type. The tools

were given fictitious names such that the names could not be used

solely to identify the objects. The six tools were called: optimizer,
calibrator, module, synthesizer, capacitor, and emitter. The tools had
an additional prefix added to this label, resulting in object names

like megaband module and temporal emitter. Only six instances

were task-relevant, so the remaining twelve were distractors.

In order to elicit a variety of question types, the tools were

designed to be heterogeneous with respect to a number of features.

Six features were assigned to the tool instances, including color
(red, yellow, blue, etc.), shape (short, tall, narrow, wide), size (small,
medium, large), texture (wood, coarse, metal, smooth), symbol (x, +,
-, etc. on the object), and pattern (striped, spotted, no pattern). Each
tool type varied along three feature dimensions, which resulted

in a total of 20 combinations of three-feature sets

(
6

3

)
. The feature

set of each of the six tool types was randomly selected from these

combinations. For example, modules varied by pattern, shape, and

symbol whereas synthesizers varied by color, size, and shape.

In addition to the tools, the environment also contained a num-

ber of containers (lockers, cabinets, and crates) and interfaces, which
were used to open the containers. The lockers, cabinets, and crates

were locked and required learning a procedure to open (e.g., enter-

ing a passcode, arranging keycards, and pressing buttons). Various

landmarks were placed throughout, including a wall with a trans-

parent window, text on the walls (e.g., X99), electrical components

on the walls, windows, and lights. These landmarks were put in

place to elicit spatial referring expressions and other questions

unique to situated environments.

3.3 Experimental Conditions
The study used speaker initiative as a between-subjects factor, and

instruction granularity as a within-subjects factor. The effect of

these factors on question generation and performance is of par-

ticular importance since many human-robot interactions involve

mixed-initiative dialogue [30] and varying degrees of instruction

granularity [29]. Our analysis was designed to investigate the effect

that these factors have on the frequency and form of robot-initiated

questions.

Regardless of condition, all participants saw the same starting

configuration of objects. The main difference was in the experi-

menter script and policy. In the Commander-Initiative (CI) condi-

tion, the commander provided each instruction (e.g., “The sonic

optimizer goes in the secondary cabinet, shelf A"), whereas in the Ro-

bot Initiative (RI) condition, the participant had to establish which

tools and locations were relevant.

Instruction granularity was manipulated by first preparing the

high-level instructions and then converting these into low-level

instructions by breaking them down into their constituent com-

mands. For example, the high-level instruction, “The tesla capacitor

goes in the secondary cabinet, shelf B” would become the following

four low-level instructions: “Move to the primary cabinet”→ “Pick

up the tesla capacitor from shelf A” → “Move to the secondary
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cabinet"→ “Place the tesla capacitor on shelf B”. In the CI condi-

tion, exactly three out of the six trials in each run were low-level

instructions, and the other half were high-level instructions (the

order was counterbalanced across participants).

3.4 Predictions
The following measures were used in the analysis: task performance
- based on the percentage of the six task-relevant objects placed

correctly, task duration - based on how long in seconds it took to

complete the task, questions / total utterances - which indicates the

frequency of questions in the dialogue, and proportion of question
types - which indicates the relative frequency of each question type.

For our analysis, we had certain a priori predictions. First, we
expected that questions would be very common due to the need to

clarify ambiguity. However, WHQs would be more common since

the answers to them provide more information than a YNQ. We

expected people to ask approximately three questions on average

to resolve a referential ambiguity, corresponding with the three

properties by which the entities varied. We also expected people to

ask about object descriptions using salient properties like color and

shape, though we did not know which properties would be salient.

While object features are more salient if a single feature can be

used to distinguish them (e.g., “feature singletons” from [48]), we

are not aware of studies finding greater salience of certain features

in objects possessing heterogeneous features.

We predicted that trials involving high-level instructions would

take longer compared to low-level trials due to the more complex,

and uncertain, instructions. This is because low-level instructions

are very explicit and typically elicit only a single type of uncer-

tainty. On the other hand, high-level instructions may have several

unknown terms, and people need to decide on a method to clarify

these terms. Regarding questions, the study was designed to elicit

a broad range of question types. While the aggregate results will

inform the kinds of questions people generally ask, we expected to

see more questions overall with the high-level instructions due to

the increased complexity. Finally, we predicted that speaker initia-

tive would affect performance and efficiency in that people in the

CI condition would perform better, finish the task faster, and ask

fewer questions. This is because the task goals are explicitly laid

out and structured when compared to the RI condition, in which

participants do not have explicit goals.

3.5 Empirical Results
The final dataset included dialogues from twenty-two participants,

10 in the CI condition and 12 in the RI condition. 11 of the partic-

ipants were female and the rest were male. The average age was

37 ± 7 years and all participants were native English speakers. The

mean number of questions to resolve an ambiguity was 1.72 ± 0.40,

suggesting that people were very efficient at asking disambiguating

questions.

3.5.1 Distribution of Questions. We analyzed the transcribed di-

alogue data for the distribution of question types, which led to

several interesting findings about how people ask questions to

resolve referential ambiguity. As expected, we found that most ut-

terances were questions, with 50% in the form of WHQs, 15% in the

form of YNQs and 3% as AQs (Alternative Questions, which present

Figure 2: Question types used in the task. Queries gener-
ally corresponded to WHQs, whereas Confirm By’s gener-
ally corresponded with YNQs.

a list of options); the rest were statements. This fit our prediction

that WHQs would be the preferred question type. Though YNQs

were less frequently used, feature-based confirmations were the

most common subtype. In terms of feature preference, color was the

most commonly asked-about feature, even though the objects were

heterogeneous and only half of them varied by color. Among the

location-based confirmations, spatial types were the most common

followed by landmark types. Finally, action confirmations were

mostly task-related (e.g., “Does this go in the locker?”). Figure 2

shows a taxonomy of question types observed in the data. These

results will be used in Section 4 for selecting questions and setting

the utilities of the model.

3.5.2 Instruction Granularity. Within the CI condition
1
, instruction

granularity affected the trial duration and questions per utterance.

Specifically, we found a difference in high- vs low-level instruc-

tions on trial duration and questions per utterance as indicated

by paired-sample t-tests. High-level trials had a longer duration

(M = 1063.3 ± 274.2) than low-level (M = 748.4 ± 228.3) trials, t(9)
= 3.04, p < .05. As we hypothesized, the less structured nature of

high-level trials led to longer duration, suggesting that these in-

structions contained more uncertainty. In addition, high-level trials

had a higher proportion of questions to utterances (M = 0.74 ± 0.08)
compared to low-level trials (M = 0.58 ± 0.20), t(9) = 2.26, p < .05

even though the average number of questions and utterances did

not differ between Granularity conditions (ps > .05). This was an

expected result given that low-level trials often had acknowledg-

ments after each low-level command, and these were counted as

Statements in our scheme. There was no effect on performance or

the average number of questions per trial (ps > .05).

3.5.3 Speaker Initiative. We ran a one-way ANOVA on dialogues

from the 22 participants to examine the effect of speaker initiative.

Contrary to our predictions, there was no effect of initiative on

the number of questions, task performance, or task duration (ps >

1
This analysis was run only on the CI condition because instruction granularity was

not controlled in the RI condition.



Decision-Theoretic Question Generation ICMI ’21, October 18–22, 2021, Montréal, QC, Canada

.05). We did however find significant differences in question types

between the two Initiative conditions, specifically involving the

proportion of Confirm Actions / total questions [F (1,20) = 4.69, p
< .05] and Goal-Related / total questions [F (1,20) = 4.49, p < .05].

In both cases, the RI group displayed higher proportions of these

question types, with Confirm Actions making up 9.8% of all ques-

tions and Goal-Related making up 17.8% of all questions (compared

to 1.7% and 8.5% in the CI condition, respectively). As predicted, the

lack of guidance in the RI condition led to the increased prevalence

of these question types.

4 DECISION-THEORETIC MODEL
In this section we introduce a computational model of dialogue-

based situated reference resolution that is informed by the empir-

ical findings described in the previous section. The model uses a

decision network [35] to represent the agent’s knowledge about rel-

evant properties of the entities in the world (see Section 4.1). This

knowledge can be deterministic (e.g., knows(𝑥)) or probabilistic
(e.g., knows(𝑥)𝑝=.8). Using this approach, the agent selects and asks
a single question about some property that maximizes its expected

utility over all possible questions. It then interprets the response

and continues asking questions in this way until it has resolved

the referent. The list of question types was based on a subset of

the ones in Figure 2, and the properties and initial utility table also

came from the task environment.

While the structure of the decision network implementation

reflects the particular properties of our task domain (e.g., shape,

size, color, etc.), these are general object properties that can be used

to disambiguate entities in a variety of domains. The approach,

however, does not depend on these particular properties, and works

for any arbitrary number and type of properties. The question

types are also domain-independent, and are based on the properties.

Moreover, we can construct the decision network in real time so

that it can be used in a variety of domains without prior training

(see Section 4.2).

4.1 Decision Network Specification
Decision networks are probabilistic graphical models related to

Bayesian networks that encode conditional relationships between

variables in a directed acyclic graph. They are effective at integrat-

ing multiple sources of uncertainty (e.g., vision, language, knowl-

edge) and supporting probabilistic decision-making. Decision net-

works contain three types of nodes: chance nodes which are random

variables, decision nodes which reflect actions that an agent can

perform, and utility nodes which represent the utility function over

those actions. The goal of the network is to find the action with the

maximum expected utility (MEU) using Equation 1. To compute

the expected utility of each action 𝑎 (i.e., question), given evidence

𝑒 , and all possible values of the chance nodes, s, the network multi-

plies the posterior probabilities, 𝑃 (𝑠 |𝑒), by the utility weights for

that action,𝑈 (𝑎, 𝑠). The posterior probabilities start out uniformly

distributed, and are updated as the agent perceives and learns about

additional object properties. The utility weights are set using an

entropy-driven approach (see 4.1.3 below).

MEU (𝑒) = argmax

𝑎

∑︁
𝑠

𝑃 (𝑠 |𝑒)𝑈 (𝑎, 𝑠) (1)

Figure 3: Decision Network to generate questions for situ-
ated reference resolution. The grey circles are chance nodes
(randomvariables), the orange square is a decision node, and
the blue diamond is a utility node. See text for more details.

The general structure of the decision network is depicted in

Figure 3. The network contains the following node types:

4.1.1 Chance Nodes. These are random variables that represent

(1) the possible verbal instructions, (2) the number of possible ref-

erents that correspond to the input command, and (3) the agent’s

knowledge about the various properties that entities can possess in

the environment. A separate node is used for each entity property,

and represents a probability function of the agent’s knowledge of

that property given the input commands. The prior probabilities

for the verbal instructions chance node are uniformly distributed

over the vocabulary of instructions in the task domain, and are

updated when an instruction is received by the system. The prior

probabilities for the referents and properties chance nodes are also
uniform, but these values are updated based on the agent’s knowl-

edge acquired during the task.

4.1.2 Decision Node. A decision node is a list of questions that

the agent can ask. We selected the most frequently used twelve

question types from the corpus, though the node can support an

arbitrary number of questions. Nine WHQs were used, including

all of the Object-Description queries, and three YNQs were selected,

from those used at >1% frequency in the data (Confirm:Color, Con-
firm:Spatial, Confirm:Landmark).

4.1.3 Utility Node. A utility node is a conditional probability table

that represents the utility of asking a question given the agent’s

knowledge of the various properties and the number of ambiguous

referents that correspond to the input. We explore two ways of

setting these utilities, though others may also be used. The first is

a data-driven method that involves using the corpus data to set the

utilities. Specifically, we used the relative frequency (normalized)

of each question type. The procedure sets the data-derived utility

value for all unknown properties that correspond with that question,
whereas the known properties are set to 0. For example, the utility

of Query:Shape when knowledge of Shape is unknown would be
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the data-driven value (e.g., 20), and otherwise it would be 0. This

approach creates a natural preference ranking over the questions.

The second, and more general, method for setting utilities is an

entropy-driven approach based on computing the Shannon entropy

for each property. ForWH-questions about a property𝜙 (e.g., “What

color is it?”), with values 𝜙1, ..., 𝜙𝑛 (e.g, red, green, blue, etc.), this

utility is:

𝑈WH (𝜙) = −
𝑛∑︁
𝑖=1

𝑃 (𝜙𝑖 ) · 𝑙𝑜𝑔𝑃 (𝜙𝑖 ) (2)

For YN-questions about a property 𝜙 (e.g., “Is it red?”), the system

will learn either that the object does or does not have a particular

property value. Therefore, we computed the expected entropy for

YNQs from individual entropies associated with each possible value

of the property:

𝑈YN (𝜙) =
𝑛∑︁
𝑖=1

𝑃 (𝜙𝑖 ) · (−𝑃 (𝜙𝑖 ) · 𝑙𝑜𝑔𝑃 (𝜙𝑖 )

− 𝑃 (¬𝜙𝑖 ) · 𝑙𝑜𝑔𝑃 (¬𝜙𝑖 )) (3)

4.2 Dynamic Model Generation
To support generalizability, we developed a procedure to dynami-

cally construct the decision network from a given world state in

real-time. First, the world state is processed based on the agent’s

perception. This includes entities, their properties and values, and

a mapping of properties to questions. Next, we compute the min-
imum disambiguating set of properties of the world to determine

the number of questions and structure of the decision network (see

Algorithm 1). The entropy of all entity properties is then computed,

and a utility table is constructed based on the entropy values in

Equations 2 and 3. Finally, the decision network is instantiated with

the above parameters.

Algorithm 1 Algorithm to compute the minimal disambiguating

set of properties.

1: procedure ComputeMinSet(𝑒𝑛𝑡𝑖𝑡𝑖𝑒𝑠)

2: 𝐶 ← 𝑙𝑖𝑠𝑡

3: 𝐻 ← 𝑙𝑖𝑠𝑡

4: 𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦𝐿𝑖𝑠𝑡 ← 𝑙𝑖𝑠𝑡

5: 𝑒𝑛𝑡𝑖𝑡𝑦𝐿𝑖𝑠𝑡 ← 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠 (𝑒𝑛𝑡𝑖𝑡𝑖𝑒𝑠)
6:

7: for all 𝑒1, 𝑒2 in 𝑒𝑛𝑡𝑖𝑡𝑦𝐿𝑖𝑠𝑡 do
8: for all 𝑝 in 𝑒1.𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑖𝑒𝑠 do
9: if 𝑒1.𝑝 ≠ 𝑒2.𝑝 then
10: 𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦𝐿𝑖𝑠𝑡 .append(𝑝)

11: end if
12: end for
13: 𝐶 .append(CNF(𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦𝐿𝑖𝑠𝑡 ))

14: end for
15:

16: 𝐻 ← 𝑆𝐴𝑇 .solve(𝐶)

17: return 𝐻

18: end procedure

To compute the minimum disambiguating set of properties
2
, we

formulate the problem as an instance of the well known Hitting

Set (Set Cover) problem and use a SAT solver to find a solution

(or approximation in larger domains). The process is detailed in

the algorithm in Algorithm 1. C is a collection of subsets (from a

domain) that represents the properties by which all entities differ

from one another. C is computed in lines 7-12 by generating all pairs

of entities and comparing each of their properties. The resulting list

of disambiguating properties is converted to a Boolean formula in

conjunctive normal form (CNF) and added to C (line 13). Then we

compute the smallest subset H by running a SAT solver on C and

returning the minimum disambiguating set. This process enables

an agent to disambiguate every entity in the environment based on

their properties.

5 MODEL EVALUATION
To evaluate our proposed approach, we created a framework for

simulating a situated dialogue task. In particular, we simulated the

process of reference resolution that would arise when a situated

agent would be asked to carry out a command involving an un-

known entity, such as in the corpus task.The principle aim of the
simulation framework was to evaluate the efficiency of our
proposed model, namely the number of questions required
to correctly identify and resolve a reference to an unknown
entity.3

The task world consisted of a set of entities, each with various

properties. Each entity was unique, such that no two objects pos-

sessed the same set of property values. Task world configurations

can be manually specified, such as in the case of the spacecraft

domain, or randomly generated. Random generation of task worlds

allows us to evaluate how well our proposed system would general-

ize to a wider array of possible situations. In particular, to evaluate

the ability of our question-asking system to ask well-targeted ques-

tions, we created two types of randomly generated worlds: (1) low
property variance where entity property values varied only across a

small (N=3) set of properties; and (2) high property variance where
entity property values varied across a large (N=7 ) set of properties.

5.1 Simulated Dialogue Agent
We implemented a simulated dialogue agent that was tasked with

resolving the identity of an unknown entity through dialogue. The

agent could ask WHQs and YNQs regarding particular object prop-

erties to an oracle agent, which would respond based on the ground

truth from the task world configuration. The simulated dialogue

agent would then reduce the set of possible candidate objects based

on this information. The evaluation trial would end once the dia-

logue agent successfully reduced the set of candidate objects to one.

The number of questions required during each trial was recorded.

Two models were implemented and compared in the evaluation:

(1) the model from Section 4 (with two utility assignments) and (2)

a slot-filling baseline. The baseline asks questions corresponding

to unknown properties of the entities. Once a property is learned

2
For example, if two objects have the same shape and size, but differ in color, then the

minimum set is {color}.
3
Note that this is different from a typical reference resolution evaluation (e.g., [23]) in

that the focus here is on dialogue efficiency, not resolution accuracy.
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Table 1: Evaluation results for reference resolution efficiency of unknown entities (mean questions per instruction). Lower
values indicate greater efficiency. The best results in each environment are bolded.

Human (Corpus) Baseline Model (Data) Model (Entropy)

Environment M SD M SD M SD M SD

Spacecraft Domain 1.72 0.4 2.75 0.33 1.75 0 1.75 0

Random (low variance) - - 5.09 0.71 1.91 0.14 1.80 0.09

Random (high variance) - - 2.66 0.37 1.96 0.19 1.85 0.13

(e.g., color:red), it no longer asks questions about that property. To

choose a question, the baseline randomly selects from the same set

of questions available to the model. This stochasticity makes the

baseline approach effective in the random worlds since the relevant

properties are not known in advance.

We were interested in comparing how well the model performs

relative to this baseline and to the humans in the corpus. The human

comparison informs the feasibility of this approach as a cognitive

model of human question generation under uncertainty. We pre-

dicted:

(H1): The model will outperform the baseline in the spacecraft do-
main.
This is because the model’s utilities are set to prioritize salient

object properties that humans queried to succeed in the task. We

also expected the model (but not the baseline) to achieve similar

performance to humans in the corpus.

(H2): The model will outperform the baseline in the random domains,
both for high and low property variance.
However, this advantage would only hold when the decision net-

work utilities were entropy-driven rather than data-driven, since

the data-driven utilities reflect a static configuration of only one

environment.

(H3): Systems will perform better in domains with high property vari-
ance.
To understand the effect of property variance, we performed within-

model comparisons in the random environments. Since higher vari-

ance leads to more opportunities to ask good questions, there is a

higher chance that a question will target a disambiguating property.

5.2 Evaluation Results
Three systems were evaluated: baseline, entropy-driven model, and

data-driven model. 20 trials (i.e., instructions) were provided to each

system, each corresponding to an entity, e.g., “Pick up the temporal

emitter”
4
. We ran 100 iterations of these trials in each comparison,

resulting in 2000 entities to resolve for each system. For the runs in

the spacecraft domain, the environment layout from the corpus was

used. For the random domain runs, a new world state (and decision

network) was randomly generated with each iteration according

to the property variance constraints. Independent-samples t-tests

were used to evaluate H1 and H2, and paired-samples t-tests were

used to evaluate H3. The dependent variable in all analyses was

mean questions per instruction (averaged across all 100 iterations),

which reflects question generation efficiency. This was used as the

4
These trials correspond to the Commander Initiative, low-level Instruction Granularity

condition in the corpus.

primary measure because resolution accuracy was always 100%,

as the oracle agent had ground truth knowledge, and the correct

referent could always be identified with enough questions.

Our results supported H1 in that the model showed greater ef-

ficiency in question generation than the baseline system in the

spacecraft domain (see Table 1). Specifically, the model with data-

driven utilities asked fewer questions than the baseline to resolve all

entities, t(198) = 30.52, p<.001. As predicted, there was no difference
in performance of the model compared to the human data (t(108)
= 0.70, p=.48), however, the humans outperformed the baseline

system, t(108) = 9.25, p<.001.
We found partial support for H2. As predicted, the model with

entropy-driven utilities outperformed the baseline in domains with

both low (t(198) = 46.03, p<.001) and high (t(198) = 20.40, p<.001)
property variance. However, contrary to our prediction, we found

that this advantage held even when the model used data-driven

utilities across both property variance conditions (ps<.001). This
result was likely driven by the minimal disambiguating set calcu-

lation, as it served to reduce the space of questions sufficient to

maintain efficiency.

Finally, we found partial support for H3 in that the Baseline

system performed significantly better with high property variance,

but the Model performed significantly worse (ps<.05). The results
for the Baseline system are intuitive in that domains with a higher

degree of property variance are simpler for reference resolution

since questions about most properties will be informative. However,

though the Model was significantly better in the high property

variance condition, the means are much closer than for the Baseline

system (low: 1.91 vs high: 1.96). The difference is likely explained

by the use of Algorithm 1, which reduced the number of properties,

and hence mitigated the drawbacks of low property variance.

6 DISCUSSION
6.1 Contributions
6.1.1 Scientific Contributions. Our empirical results extend prior

work on clarification in human-human and human-agent dialogue

in the presence of multi-modal uncertainty. First, they highlight the

distribution of question types that people use to resolve referential

ambiguity, suggesting that WHQs, and particularly feature queries,

are very common. By contrast, the results from [3] on a human

learning task (using different annotation categories) found that 81%

of questions were YNQs, 13% were WHQs, and 4% were AQs. This

reflects the different domains and familiarity with the task. Feature-

based questions were extremely common in their corpus (82% of

all questions), whereas we observed about 20% of questions this
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category. Like in their analysis, many of the questions we observed

were grounded in properties of the entities and environment. This

extends prior work on visual salience [31, 48], informing which

properties are preferred in feature-heterogeneous entities. Second,

the empirical results shed light on the impact of dialogue-level

factors such as speaker initiative and instruction granularity on

question generation. Interestingly, none of these factors impacted

task performance. In terms of task duration, however, trials with

high-level instructions were found to take longer on average to

resolve than low-level instructions. This was likely due to the fact

that high-level instructions had more uncertainty packed into them

(i.e., identifying the object and the location), thus requiring more

processing to resolve. As a result, high-level trials also elicited a

greater proportion of questions than low-level trials, which likely

reflected the extra uncertainty. In terms of speaker initiative, we

found several differences in question types between the CI and RI

conditions. In particular, the RI group used more Confirm Actions
and Goal-Related queries than the CI group. These question types

reflect the additional “burden" of taking initiative, and highlight

required capabilities of robots in this domain.

6.1.2 Technical Contributions. The computational model of situ-

ated reference resolution employs an empirically-inspired decision-

theoretic approach to resolving referential ambiguity through dia-

logue. The approach is well suited to handling uncertainty across

multiple modalities, including vision, speech, knowledge, and oth-

ers. In an evaluation with a simulated dialogue agent, the model

outperformed a baseline system in terms of question efficiency, and

showed no difference from human-level performance. The similar-

ity to the human data suggests that the model may be capturing

some of the salience-based mechanisms which humans utilize to

prioritize their questions. However, one important difference is

that the model used much fewer YNQs than humans, due to the

reduced entropy of such questions compared toWHQs. While more

work is needed, this model serves as a step toward a computational

cognitive model of clarification under uncertainty.

The advantage of the model over the baseline system stems

from several areas. First, the utilities enable it to prioritize more

informative questions. By effectively ranking the highest entropy

properties in the environment, the decision network encodes the

most relevant properties to ask about. These properties include

those unique to situated interaction, such as spatial orientation and

landmark proximity. Second, the model is more efficient because

it constrains its space of questions based on the minimum disam-

biguating set of properties. This, combined with the entropy-driven

utilities, enables the model to scale to larger domains and to ask

the most informative questions each time. Finally, dynamic con-

struction of the network enables generalizability to open-world

domains with no prior training necessary. This is a key advantage

over existing approaches that require large amounts of training

data and are limited to closed worlds.

Overall, this model can integrate well with a variety of systems,

especially those that ground perceptual input into symbolic repre-

sentations, such as [2] and [47]. These systems can benefit from

the model’s focus on property-related questions, with the symbol

groundings serving as input to the model. The model can also be

used to enhance POMDP-based dialogue systems (e.g., [27]), which

excel at dialogue state tracking, but struggle with scalability and

open-world domains.

6.2 Limitations and Future Work
One limitation of the analysis and model is the possibility that the

results will not generalize to physical domains or other kinds of

tasks. Though the corpus task involved a virtual robot, the interac-

tion was situated in an environment in order to elicit uncertainty

in locations, spatial reference, and procedural knowledge - all prop-

erties highly relevant for physical robots as well. We do not see any

reason why the analysis and the model would not extend to physi-

cal robots, though of course such robots will need to contend with

additional factors such as noisier sensor readings and potential task

failure. Though the model was designed to be generalizable, future

studies with physical agents in other task domains will be needed

to replicate our findings and explore these additional factors.

Directions for future work are two-fold. First, we intend to fur-

ther analyze the empirical dataset to better understand the ques-

tions that people asked and how these influenced task performance

and efficiency. This may yield new findings of factors that influ-

ence question generation, leading to refinements of the model. The

second direction for future work is to improve the computational

model. We will investigate stochastic domains in which the agent

has multiple sources of uncertainty and limited knowledge of the

entities and their properties. The decision network is naturally

designed to handle uncertainty so it would be informative to eval-

uate it in these more realistic domains. Finally, we will integrate

this model within the language pipeline of a robot architecture

and test performance in real, physical environments where world

knowledge comes from noisy sensor data.

7 CONCLUSION
We presented a decision-theoretic approach to situated reference

resolution for dialogue agents that was grounded in empirical find-

ings from a corpus of clarification dialogues. The analysis revealed

novel findings about the effect that dialogue-level factors have on

question generation under multi-modal uncertainty. The results

also informed the distribution of question types that humans use

when resolving novel entities, and led to a computational model

for automated question generation. The model uses a decision net-

work and an entropy-based utility assignment method to generate

efficient questions for reducing referential ambiguity. Moreover,

it can be generated in real-time, making it generalizable to open-

world domains. This approach can be integrated into a variety of

dialogue systems to perform efficient reference disambiguation

in open worlds, and is particularly well suited to multi-modal do-

mains. Overall, these results offer insight into the ways that agents

can ask questions to facilitate learning, and serve as a step toward

improving automated approaches for situated reference resolution.
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