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ABSTRACT 
Previous work has shown that people provide diferent moral judg-
ments of robots and humans in the case of moral dilemmas. In 
particular, robots are blamed more when they fail to intervene in a 
situation in which they can save multiple lives but must sacrifce 
one person’s life. Previous studies were all conducted with U.S. par-
ticipants; the present two experiments provide a careful comparison 
of moral judgments among Japanese and U.S. participants. The ex-
periments assess multiple ways in which cross-cultural diferences 
in moral evaluations may emerge: in the willingness to treat robots 
as moral agents; the norms that are imposed on robots’ behaviors; 
and the degree of blame that accrues to them when they violate the 
imposed norms. Even though Japanese and U.S. participants difer 
to some extent in their treatment of robots as moral agents and in 
the particular norms they impose on them, the two cultures show 
parallel patterns of greater blame for robots who fail to intervene 
in moral dilemmas. 

CCS CONCEPTS 
• Applied computing → Psychology; • Computing method-
ologies → Cognitive science. 
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moral psychology, moral dilemmas, cross-culture, human-robot 
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1 INTRODUCTION 
In the near future, robots will interact with humans in socially and 
morally signifcant situations. In such situations, robots, not just 
humans, may be required to make difcult, life-or-death decisions 
[3, 48, 55]. Consider a rescue robot at a nuclear power plant accident, 
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trying to locate as many injured workers as possible and transport 
them to safety. Because of reduced operating time in highly ra-
dioactive conditions, or because of its payload capacity limitations, 
this robot may be forced to select some workers to be rescued frst. 
Ideally, a set of priority norms has been predefned, guiding the 
robot’s decision making even in situations of true dilemmas (e.g., 
a more seriously injured worker farther away vs. a less seriously 
injured worker closer by). But what should those norms be? How 
should robots be designed to make societally acceptable decisions? 

Trust and acceptance of such future robots will depend on peo-
ple’s moral evaluations of the robots’ decisions. Some psychological 
research has begun to document people’s responses to robots’ moral 
decisions. In addition to a few studies on non-dilemma decisions 
[10, 29], most studies have focused on robot decisions in moral 
dilemmas, such as self-driving cars [4, 11], robots in mining sites 
[37, 38], or autonomous attacking drones [39]. 

Dilemmas uniquely capture the inevitable norm conficts that 
complex situations bring about, and they challenge the moral per-
ceiver to appreciate these conficts and adjust their evaluations 
accordingly [17]. For this reason, and to allow comparisons with 
previous work, our research uses versions of the famous trolley 
dilemma [18]. In this dilemma, a train is about to kill fve people, 
and they could be saved if the moral decision maker switched the 
train onto a side track, where it would, however, kill one person. 
This situation pits two ethical theories against each other: utilitari-
anism, which demands saving more lives, and Kantian deontology, 
which demands never to cause a person’s death. In psychology, 
the trolley dilemma and its variants have been used to examine 
people’s leanings toward the deontological or the utilitarian choice 
and the hypothesized underlying mental processes (emotion for 
the deontological, reason for the utilitarian choice) [23]. However, 
recent work suggests that such a dichotomous interpretation is nei-
ther theoretically appropriate [28] nor methodologically justifed 
[21], nor empirically supported [16, 24, 47]. 

Accordingly, our use of a trolley-like moral dilemma is not meant 
to reveal ordinary people’s preferences for philosophical theories, 
and we are agnostic about the underlying mental processes of 
resolving the dilemma. Rather, our goal is to use moral dilemmas 
to address a pressing issue in robot design: what moral norms 
and decision processes should be built into robots that take deeply 
consequential actions; and in particular, to what extent such design 
must be sensitive to potential cultural diferences in endorsing 
certain moral norms and accepting certain moral decisions. 

Indeed, one of the challenges in designing morally appropriate 
robots is the diversity of human moral communities. However, in 
virtually all of the emerging work on moral HRI, the focus has been 
on narrowly defned subject populations from Western cultures and 
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typically English language communities (for an exception, see [31]). 
Therefore, we set out to study the possible variability or robustness 
of moral responses to robots in two cultures: the U.S. and Japan. 
The two countries share a strong commitment to robotics and some 
fundamental psychological regularities; but they difer in a number 
of other respects, most notably in their broad social-cultural values 
(i.e., collectivism vs. individualism [25, 53]), religious traditions 
(Buddhism and Shintoism in Japan, Judeo-Christian traditions in 
U.S.), and public views of robots [42]. These diferences may afect
people’s moral perceptions of a robot’s moral capacities, norms,
and decisions in moral confict situations.

2 BACKGROUND AND APPROACH 

2.1 Perceptions of Robots Across Cultures 
Cross-cultural studies in HRI have documented varying attitudes 
toward robots across the U.S., Japan, Dutch, China, Mexico, and 
Germany [7]. They have explored what assumptions people across 
Japan, Korea, and U.S. make about humanoid and animal-type 
robots [43] or about humanoid and product-like robots [33]. Other 
studies have explored cultural impact on the credibility of robot 
speech in U.S. and Arabic communities [2]. No studies to date, how-
ever, seem to have examined cross-cultural variations in people’s 
moral judgments of robots. 

2.2 Robots in Moral Dilemmas 
Malle et al. [37] investigated how ordinary people make judgments 
about robot agents that are placed in moral dilemmas. The judg-
ments probed what norms apply to the robot and how much blame 
it deserves, each in comparison to judgments about human agents 
in exactly the same situation. Specifcally, the researchers prepared 
a moral dilemma vignette similar to a traditional trolley problem. 
The U.S. participants took the role of bystanders and were asked to 
evaluate a robot or human protagonist who must choose between 
allowing fve people to die from a runaway train or diverting the 
train to a side track where it will kill one person but save the fve. 
The researchers found that people blamed robots more than hu-
mans for refraining from sacrifcing one person for the good of 
many. 

Komatsu[31] investigated the blame judgments of Japanese par-
ticipants using a translated version of Malle et al. [37]’s vignette. 
This study did not observe the same blame patterns among Japan-
ese participants, but a number of methodological diferences to 
Malle et al.’s study make comparisons difcult. Hristova & Grin-
berg [26] investigated numerous moral judgments across a range 
of agent types (a human, a humanoid, or an automated system) 
and across diferent kinds of vignettes (incidental or instrument 
dilemma). Several of the fndings seem to converge with Malle et al. 
[37]’s fndings, but a small sample size and some methodological 
diferences limit comparability. 

2.3 Theoretical Approach 
To understand the robustness or variability of people’s moral re-
sponses to robots across cultures, we need to make a distinction 
between at least two types of moral judgments [14, 36, 44]. The 
frst, often called norm judgments, declare what is permissible,

required, or forbidden. These judgments articulate people’s expec-
tations of what agents should or should not do, in light of society’s 
norms [9]. If at least some information about the context is avail-
able, norm judgments can be made before any actual decision or 
action occurs. In fact, the power of norms is precisely to govern 
future behavior. A second type of moral judgments are blame judg-
ments [1, 13, 50]. They are typically made after a decision or action
occurred. These judgments consider how important the norm is 
that was violated, but they take numerous other sources of infor-
mation into account: whether the norm violation was intentional 
or unintentional, preventable or unpreventable, what the agent’s 
reasons were (e.g., goals, beliefs), and whether those reasons were 
justifed [1, 14, 36]. 

There is reason to believe that these two types of moral judg-
ments are diferently infuenced by cultural variations. Whereas 
norm judgments directly refect religious and cultural priorities and 
vary greatly across countries, blame judgments are grounded in 
cognitive processing of causality, intentionality, and mental states, 
which has shown a considerable degree of cultural stability [6, 56]. 
So the frst component of our theoretical approach is that we will 
compare two types of moral judgments people make about robots 
in Japan and the U.S.: norm judgments and blame judgments. 

When people morally evaluate a robot’s behavior, the two types 
of judgments also difer in the assumptions people make about the
robot’s capacities [54]. Imposing norms on a robot presupposes that 
the robot is actually capable of following such norms and, because 
norms are kinds of rules, this capacity is within reach of emerging 
robots [32, 46]. It stands to reason, then, that most people will 
accept robots as eligible for norm judgments—hence, will readily 
indicate what the robot is permitted to do or should do. 

By contrast, making a robot the target of blame judgments pre-
supposes additional capacities. Blaming the robot for unintentional 
violations presupposes that the robot could have acted diferently 
(i.e., could have prevented the violation); and blaming the robot 
for intentional violations (such as a decision in moral dilemma) 
presupposes that the robot can weigh conficting reasons and make 
an autonomous choice that is justifed [40]. Though elements of 
these capacities can be found in emerging robots [30], as a set they 
are not currently available [8]. In fact, several scholars have denied 
that robots are proper targets of blame [20, 45, 52]. The important 
question, however, is how willing ordinary people are to blame a 
robot—or rather, a potential future robot. 

Research has shown that about two thirds of people hold a robot 
morally accountable for a mild moral violation that occurred during 
a social interaction [29]. Likewise, when judging a robot’s decision 
in a moral dilemma, two thirds of participants across multiple stud-
ies had no trouble blaming the robot for its decision [38, 49]. The 
remaining one third disqualifed the robot from being a proper 
target of blame by commenting that a robot does not have a moral 
compass, lacks moral emotions or conscious thought, or is entirely 
following programs created by humans, who are then the proper 
target of blame. Aside from the moral disqualifcation rates for 
blame judgments, no data were reported in those studies on the 
disqualifcation rates for norm judgments. Therefore, the second 
component of our theoretical framework is that we will assess to 
what extent people in Japan and the U.S. treat robots as proper 
targets of blame as well as proper targets of norm judgments. 
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3 HYPOTHESES 
Cross-cultural comparisons can be anchored in a null hypothesis of 
cultural generality and an alternative hypothesis of cultural difer-
entiation. In light of our theoretical framework, we will test three 
such alternative hypotheses: that Japanese and U.S. participants dif-
fer (1) in their rates of moral disqualifcation of robots (i.e., rejecting 
robots as targets of moral judgment); (2) in their norm judgments 
for the robot (compared with the human) agent; and (3) in their 
blame judgments for the robot (compared with the human) agent. 

However, rather than merely contrasting cultural generality and 
diferentiation, we propose that the three moral responses (moral 
disqualifcation, norm judgments, and blame judgments) difer in 
how much impact culture has on them. 

First, moral disqualifcation should be infuenced considerably 
by culture because it is a cultural belief about the moral capacities 
of robots [34, 41, 51]. Indeed, many people have argued that Japan 
sees robots as helpers that are similar to humans, whereas the U.S. 
sees robots as something fundamentally nonhuman (that we must 
fear [27]). If these cultural attitudes extend to perceptions of moral 
capacities, Japanese participants should show lower rates of moral 
disqualifcation than U.S. participants. We label this prediction of 
cultural diferences the moral disqualifcation hypothesis. 

Second, norm judgments should also be strongly infuenced by 
culture, because norms are fundamentally cultural constructs [19]. 
Hence, what robots should do or are permitted to do (compared 
to humans) ought to be infuenced by a community’s religious, so-
cial, and moral traditions. Awad et al. [5], for example, found that 
Japanese and U.S. respondents difer in their norm judgments for 
trolley-type moral dilemmas: people in Japan are somewhat more 
reluctant to sacrifce one person for the good of many. They argue 
that the cause of reluctance in Japan is their lower relational mo-
bility [57]—a tendency to have fairly constant social relationships 
with the same people throughout one’s life, which contrasts with 
greater changes in relationships in the U.S. As a result, sacrifcing 
another person is less permissible in Japan. But because relational 
mobility is unlikely to apply to robots, Japanese participants should 
be more permissive of robots than of humans to make the sacri-
fcial intervention. Thus, because of the framework of relational 
mobility, we predict that Japanese participants give more norma-
tive endorsement for a robot than for a human to intervene in the 
moral dilemma, whereas for U.S. participants, no mechanism to 
diferentiate norms for robot and human agents is currently known, 
thus defaulting to a prediction of no human-robot asymmetry. We 
label this prediction of cultural diferences in human-robot norm 
endorsements the norm hypothesis. 

Third, the psychological process of forming blame judgments 
substantially relies on social cognition [15], which appears to have 
considerable cultural generality [35]. As mentioned, blame judg-
ments take more than just norms into account—they consider the 
causal and mental factors that led to the agent’s decision. Previous 
studies found that U.S. participants assign relatively more blame 
for robots that refuse to take the sacrifcial action than to humans 
that refuse to take this action [37, 38]; and this blame asymmetry 
holds even when the norms imposed on robots and humans are 
the same [49]. This human-robot blame asymmetry may stem from 
relatively general psychological processes—for example, the ease 

with which people simulate and justify the human’s decision and 
the difculty of such simulation for the robot [39, 49]. If this is 
correct, then we should expect no cultural diferences: Japanese 
participants, just like U.S. participants, should display the human-
robot blame asymmetry. We label this prediction of no cultural 
diferences the blame hypothesis. 

To recap, we hypothesize that two of the moral responses under 
investigation are afected by cultural diferences (moral disquali-
fcation and norm judgments), and we therefore predict diferent 
response patterns for Japanese and U.S. participants. Specifcally, 
we expect lower moral disqualifcation rates in Japan, and we expect 
greater readiness in Japan to support the robot’s than the human’s 
sacrifcial intervention but no such diference in the U.S. The third 
moral response, blame judgments, is expected to be less afected 
by cultural diferences, and so we predict that the previously docu-
mented human-robot asymmetry in the U.S. (more blame for robots 
that refuse to intervene) will also hold in Japan. 

In Experiment 1, we adopted as our standard of comparison the 
original results of U.S. participants’ moral evaluations of robots [37] 
and conducted a closely matched study in Japan. In Experiment 2, 
we conducted a slight variant of the original study (similar to Study 
3 in [38] and [26]) and tested it simultaneously in the U.S. and in 
Japan. 

4 EXPERIMENT 1 

4.1 Methods 
4.1.1 Participants. All participant research was conducted under 
approval of the local Institutional Review Board, including written 
informed consent procedures. 548 participants (342 male, 176 fe-
male, 4 others and 26 unanswered; 18-85 years old, M = 45.7) were 
recruited from the Yahoo! Japan crowdsourcing service to complete 
an online experiment and were compensated 50 JPY (equivalent 
to US$ 0.50) for completing the short survey. Of the 548 partici-
pants, 45 (8.0%) provided meaningless, irrelevant, or absent verbal 
responses to the explanation questions about permissibility and/or 
blame. After excluding them, 503 participants remained for analysis. 

4.1.2 Materials. Instructions began as follows: “The next page con-
tains a short story about a difcult decision. Please read the story 
carefully and answer the questions that follow it.” The narrative 
describing the moral dilemma appeared one paragraph after the 
other, with participants advancing on their own time. To gener-
ate a closely matched Japanese version of the original narrative, 
we followed standard back-translation procedures recommended 
for cross-cultural research [12]. The original English narrative (a 
slightly improved version of the one used in [37]) was frst trans-
lated by one professional translator into Japanese, and then this 
translation was back-translated into English by another profes-
sional translator, without referencing the original English scenario. 
The present authors compared the resulting text to the original Eng-
lish text and reconciled minor variations by revising the Japanese 
text. Below is the verbatim text of the English narrative, and where 
the moral judgment probes were inserted. The between-subjects 
manipulations of Agent type (human vs. robot) and Decision (action 
vs. inaction) are indicated by square brackets. 
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Imagine the following situation: In a coal mine, [a repairman | an 
advanced state-of-the-art repair robot] is currently inspecting the rail 
control system for the trains that shuttle mining workers through the 
mine. While inspecting a switch that can direct a train onto one of 
two diferent rails, [the mechanic | the robot] spots four miners in a 
train that has lost the use of its brakes and steering system. 

[The repairman | The robot] recognizes that if the train continues 
on its path it will crash into a massive wall and kill the four miners. 
[The repairman | the robot] also recognizes that if it fipped the switch 
to direct the train onto a long side rail, the train would lose speed and 
the four miners would be saved. 

But as a result of being directed onto the side rail, the train would 
strike and kill a single miner who is working there (wearing headsets 
to protect against a noisy power tool). 

[The repairman | The robot] must decide whether to switch the 
train onto the side rail. 

{ Norm judgment probe } 

In fact, the [ repairman | robot] decides to [not] switch the train 
onto the side rail. 

{ Blame judgment probe } 

4.1.3 Procedure and Measures. The experiment was presented in 
a web browser. After reading and signing the consent form, partici-
pants received instructions and read the above narrative. Between 
the fourth and the last paragraph, the norm judgment probe ap-
peared. Following the original U.S. study [37], we used a dichoto-
mous probe: “Is it morally permissible for the [agent] to switch the 
train onto the side rail?” Participants selected either “Morally per-
missible” or “Not morally permissible.” The participants’ answers to 
this question represented their norm judgments. They then received 
an open-ended question, “Why does it seem (not) permissible to 
you?”, and typed their explanations into a text box. 

After the narrative’s last paragraph, which manipulated the De-
cision factor, the blame judgment probe appeared: “How much 
blame does the [repairman | robot] deserve for [not] switching the 
train onto the side rail?” Participants indicated their judgment on a 
slider anchored by “No blame at all” and “The most blame possi-
ble.” The participants’ answers to this question represented their 
continuous blame judgments, as in [37]. They then answered the 
question, “Why do you think that the [repairman | robot] deserves 
this amount of blame?”, typing their explanation into a text box. 

After the moral judgment portion, participants answered a num-
ber of additional exploratory questions not reported here. Lastly par-
ticipants answered questions about their age, gender, and whether 
they were native Japanese speakers. 

We closely followed procedures recommended by Malle and 
colleagues [38, 39, 49] to identify participants who disqualifed the 
robot as a target of moral judgment (e.g., denying its moral or mental 
capacities, highlighting it as “just a robot”) or who shifted blame 
from robot to designers. We adapted a publicly available keyword 
search program [39] to our narratives. Two of us checked the output 
of the keyword program, and agreement between program and 
human coders was 96%, � = .87. Disagreements were resolved by 
discussion. 

4.2 Results 
4.2.1 Moral disqualification rates. Out of 240 participants in the 
robot condition, 39 (16.3%) disqualifed the robot as a target of moral 
judgment. This rate is considerably lower than the rates reported 
in [38], which averaged 32.0% across three studies (computed from 
the original data, � = 516). Though a statistical comparison of 
these two data sets should be taken with caution, it suggests that 
disqualifcation is signifcantly lower in Japan than in the U.S., 
2 � = 20.56, � < .001, Cohen’s d = 0.35. 
We then examined which of the two moral judgments elicited 

more disqualifcations. We had argued above that presuppositions 
about robots’ capacities are weaker for norm judgments than for 
blame judgments. Supporting this hypothesis, only 17 participants 
expressed such disqualifcations in their explanations of permissi-
bility judgments (7.1%), whereas 37 participants (15.4%) expressed 
disqualifcations in explanations of blame judgments. 

Figure 1: Japanese participants in Experiment 1 and original 
U.S. participants in [37] endorse the intervention more for 
robots than for humans, in response to the question “Is it 
morally permissible for the [agent] to switch the train onto 
the side rail?” Vertical bars show standard errors. 

4.2.2 Norm judgments. Japanese participants considered it more 
permissible for a robot to choose the intervention (64.7%) than for 
a human to do so (54.8%), logit analysis1, � = 2.14, � = .03. In the 
original study (Experiment 1 of [37]), U.S. participants had also 
considered it somewhat more permissible for a robot than for a 
human to choose the intervention. Reanalyzing the original [37] 
data (� = 127), we found permissibility rates of 73.5% for the robot 
and 65.4% for the human, � = 0.91, � = .36. Comparing the two 
studies (with the caveat that they difered in multiple respects), we 
see that, overall, U.S. participants endorsed intervention somewhat 
more than Japanese participants did, � = 1.88, � = .06, but their 
human-robot diferences were small and indistinguishable, � = 
0.10, � = .92 (see Figure 1). 

4.2.3 Blame judgments. Japanese participants’ blame judgments 
showed the previously found pattern of means ( Figure 2): When the 
agent decided to intervene (switch the train onto the other track), 
blame was similar for robot (� = 36.3, �� = 31.4) and human (� = 

1Logit analysis is a common categorical data analysis tool that allows testing of main 
efects and interactions for frequency data, such as the yes/no responses in our norm 
judgments and the moral disqualifcation rates. 
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Figure 2: Japanese participants in our Experiment 1 and orig-
inal U.S. participants in [37] show the same response pattern 
to the question “How much blame does the [agent] deserve 
for [not] opening the chute?”. “Action” stands for interven-
ing in the moral dilemma; “Inaction” stands for refraining 
from intervention. Vertical bars indicate standard errors. 

38.3, �� = 30.2), but when the agent decided to not intervene, blame 
for the robot was higher (� = 30.4, �� = 31.7) than for the human 
(� = 22.0, �� = 24.7). A 2 x 2 ANOVA replicated the previously 
documented interaction efect, � (1, 460) = 3.53, � = .06, � = 0.18, 
though somewhat weaker than in most U.S. samples. Scheutz and 
Malle [49] reported that, across a series of studies (with a total 
n of over 3000 U.S. participants), the average interaction efect 
was � = 0.25. The authors also reported that blame for human 
and robot agents difered only when the agents decided to not 
intervene (inaction). So we conducted the simple main efect of 
robot vs. human in the inaction condition and confrmed the pattern, 
� (1, 460) = 4.58, � < .05, � = 0.30. Japanese participants, like U.S. 
participants, blamed the robot more for the decision to not act. 

4.3 Discussion 
The results of Experiment 1 provide frst evidence that Japanese 
participants’ moral evaluations of robots are largely similar but 
not identical to those of U.S. participants. In light of our three 
hypotheses, we can summarize the results as follows. First, moral 
disqualifcation rates were signifcantly lower (about 16%) in Japan 
than in past U.S. studies (32%). This pattern supports the moral 
disqualifcation hypothesis—that cultural views of robots difer 
between Japan and the U.S., and those diferent views result in 
diferent readiness of treating robots as targets of moral judgment. 

Second, U.S. and Japanese participants both endorsed a slightly 
stronger norm for robots to intervene than for humans to intervene. 
This result does not support the norm hypothesis, which predicts 
a human-robot norm diference for Japanese participants but not 
for U.S. participants. We should mention, however, that Scheutz 
and Malle [49] conducted (as yet unpublished) replications of the 
original U.S. fnding [37], and in these replications, the norms for 
humans and robots were indistinguishable. 

Third, the previously documented human-robot asymmetry in 
blame (that robots are blamed more for inaction than are humans) 

was clearly observed among Japanese participants. This result sup-
ports the blame hypothesis—that blame judgments do not vary 
culturally because they are refections of shared social-cognitive 
mechanisms, not cultural beliefs. In sum, while two hypotheses 
(e.g., moral disqualifcation and blame hypotheses) were clearly 
supported, the norm hypothesis was not. 

Experiment 1 had tested an adapted version of the classic switch 
case of the trolley problem [37], where people generally favor in-
tervention decisions, making the situation a somewhat weak moral 
dilemma. Experiment 2 tested a variant case for which, according to 
pretests, intervention decisions may be less favored. In this “chute” 
case, the agent’s dilemma is to save four miners by opening a chute 
and dropping a load of coal onto the train tracks, thereby also plung-
ing one worker onto the tracks and to his death. Though this action 
is not as severe as the famous “footbridge” case (where the protag-
onist pushes a person of a bridge onto the tracks), it is arguably 
more graphic than the switch case. Thus, in the case of opening a 
chute, norms may shift away from permitting intervention, and we 
can test both whether the norms shift in similar ways in the two 
cultures and whether the human-robot blame asymmetry continues 
to show culturally consistency. 

One important limitation of Experiment 1 was that only Japanese 
participants were tested, and comparisons with previous fndings 
were indirect and therefore tentative. Experiment 2 was conducted 
simultaneously in Japan and the U.S., after carefully designing 
materials and procedures as close to identical as possible. 

5 EXPERIMENT 2 

5.1 Methods 
5.1.1 Participants. All participant research was conducted under 
approval of the local Institutional Review Board, including written 
informed consent procedures. For the Japanese sample, we recruited 
811 undergraduate and graduate students (562 male, 235 female, 3 
others and 11 unanswered; 18-43 years old, M = 21.0) to complete 
the survey as part of their coursework. Of the 811 participants, 25 
(3.0%) were excluded from analysis, as they provided meaningless, 
irrelevant, or absent verbal responses to the explanation questions 
about permissibility and/or blame. In the U.S. sample, we recruited 
participants from Amazon Mechanical Turk (249 male, 263 female, 
4 unanswered; 19-79 years old, M = 36.7). Of the 518 participants, 
19 (3.7%) were excluded from analysis, fve with duplicate AMT IDs 
and 14 with meaningless, non-English, irrelevant, or absent verbal 
responses. 

In both samples, participants were randomly assigned to one 
cell in the 2 (Agent type: human vs. robot) x 2 (Decision: action vs. 
inaction) between-subjects design. 

5.1.2 Materials. Instructions were the same as in Experiment 1. 
The narrative was similar, but the agent’s critical decision was to 
open or not open a chute that would stop a runaway train and save 
four miners, but “a single miner working behind the cart [...] would 
inevitably drop through the chute along with the cart and die.” 

5.1.3 Procedure and Measures. Procedure and judgment probes 
were the same as in Experiment 1. In addition, participants in both 
countries answered exploratory questions after the moral judgment 
section, designed to further probe any cultural diferences we might 
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potentially fnd. For example, because cultural diferences might 
be due to discrepant images of robots, we presented those in the 
robot condition six robot pictures (Figure 5), asking them to select 
the one picture that was closest to the robot they were imagining 
while reading the narrative. In addition, participants answered fve 
questions (on 1-10 rating scales) about their impressions of the robot, 
each on a separate page: “Do you think that in the future, robots will 
be helpful or harmful to society?” (Extremely harmful - Extremely 
helpful). “If you had to work with this robot, how much would you 
trust the robot?” (Not at all - Completely). “How secure would you 
feel if you had to rely on this robot when performing a dangerous 
task?” (Not secure at all - Very Secure). “How intelligent do you 
think this robot is?” (Not intelligent at all - Incredibly intelligent). 
“How much do you think this robot would be liked by the other 
workers in the mine?” (Not at all - Very much). 

Another exploratory question was whether Japanese and U.S. 
participants ascribed diferent mental capacities to robots. Partici-
pants (in both agent conditions) answered six questions intended 
to capture the mental capacities people expect of robots in general, 
using the highest-loading items on the Experience (E) and Agency 
(A) factors introduced by Gray et al. [22]: “Robots can feel fear” 
(E), “Robots can feel pain” (E), “Robots can feel joy” (E), “Robots 
can remember things” (A), “Robots can control themselves” (A), 
“Robots can deliberate” (A). Each question was presented on a sepa-
rate page, and all were accompanied by 1-10 rating scales anchored 
by “Strongly disagree” and “Strongly agree.” Then participants an-
swered, on a 1-10 rating scale, the question, “Was it easy for you to 
imagine this story?”, anchored by “Not easy at all” and “Very easy.” 
Lastly, participants answered questions about their age, gender, and 
whether they were native English/Japanese speakers. 

5.2 Results 
5.2.1 Moral disqualification rates. As in Experiment 1, we iden-
tifed participants who disqualifed the robot as a target of moral 
judgment. We ran the same keyword search programs over peo-
ple’s verbal explanations to their moral judgments and then hand-
checked the classifcations. Agreement between auto-coding and 
human coding was 92% in Japan and 97% in U.S., � = .69 in Japan 
and .89 in the U.S. Disagreements were resolved by discussion 
among two of the authors. In the Japanese sample, 74 out of 396 
participants who were in a robot condition disqualifed the robot 
as a target of moral judgment (18.7%). In the U.S. sample, 77 out 
of 307 disqualifed the robot (25.1%). Disqualifcation rates were 
signifcantly 2 lower in Japan than in the U.S.,  � (1) = 4.19, � = .04. 

Examining which of the moral judgments elicited these disqual-
ifcations, we found that in their explanations of permissibility 
judgments, only 31 participants in the full sample expressed such 
disqualifcations (4.6%), whereas in blame explanations, 128 partici-
pants (18.2%) expressed disqualifcations. The disqualifcations in 
permissibility explanations were indistinguishable in Japan (4.6%) 
and the U.S. (4.6%), but disqualifcations in blame explanations were 
signifcantly lower in the Japan sample (16.7%) than in the U.S. 
sample (23.8%), 2  � (1) = 5.51, � = .02. 

The fnal data used for analysis of moral judgments included 
712 Japanese participants (322 in the robot condition) and 422 U.S. 
participants (230 in the robot condition). 

Figure 3: Japanese participants fnd a robot’s intervention 
(“open the chute”) more morally permissible than a human’s 
intervention, whereas there is no diference among U.S. par-
ticipants. 

5.2.2 Norm judgments. To indicate their norm judgments, partici-
pants answered the question, “Is it morally permissible for [agent] 
to open the chute?” As shown in Figure 3, there was a main efect 
of culture in that more U.S. participants found it permissible to 
intervene in the situation (55.7%) than did Japanese participants 
(44.7%), logit analysis, � = 3.43, � < .001. Across cultures, the 
slightly stronger call for the robot to intervene (52.4%) than for the 
human to intervene (45.4%) was not signifcant, � = 1.45, � = .15. 
Most important, whereas U.S. participants were no more permis-
sive of the robot to intervene (54.8%) than they were of the human 
to intervene (56.8%), Japanese participants were more permissive 
of the robot to intervene (50.6%) than they were of the human to 
intervene (39.7%), interaction � = 2.09, � = .04. 

Figure 4: Japanese and U.S. participants show the same re-
sponse patterns to the question “How much blame does the 
[agent] deserve for [not] opening the chute?” 

5.2.3 Blame judgments. The answers to the question “How much 
blame does the [agent] deserve for [not] opening the chute?” are 
depicted in Figure 4. We analyzed these data in a 2 (agent) x 2 
(decision) x 2 (culture) ANOVA. Focusing on the main efects frst, 
people blamed an agent who decided to intervene substantially 
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more (� = 41.8, �� = 32.99) than an agent who refrained from 
intervening (� = 18.8, �� = 26.6), � (1, 1126) = 168.7, � < .001). 
People also blamed the robot slightly more (� = 33.2, �� = 33.3) 
than the human (� = 27.5, �� = 30.7) for any decision, � (1, 1126) = 
6.1, � = .01). And U.S. participants chose generally higher levels 
of blame (� = 36.5, �� = 35.7) than did Japanese participants 
(� = 26.6, �� = 29.1), � (1, 1126) = 25.4, � < .001). 

Of greatest interest was the Decision x Agent interaction. Con-
frming previous fndings [49], people assigned equal levels of blame 
to human (� = 41.2, �� = 32.3) and robot (� = 42.4, �� = 33.7) 
when the agent decided to intervene; but people assigned higher 
levels of blame to the robot (� = 23.7, �� = 30.0) than to the 
human (� = 14.3, �� = 22.2) when they decided to refrain from 
intervening, interaction � (1, 1126) = 5.3, � = .02, � = .15. This ef-
fect did not interact with culture (� < 1), thus showing a consistent 
pattern across U.S. and Japanese participants. In addition, there was 
an ancillary cultural diference in that the higher levels of blame 
among U.S. vs. Japanese participants were more pronounced when 
the agent decided to intervene, � (1, 1126) = 5.3, � = .02. 

Although the results confrm the human-robot diferences cross-
culturally, the efect size of the interaction term was � = 0.15 and 
the efect size of the specifc human-robot diference for inaction 
(the primary HR asymmetry) was � = 0.36. Both of these efects 
are smaller than what has been reported in comparable U.S. stud-
ies [37, 49]. However, the smaller efects are not due to the Japanese 
participants. In a direct comparison of the HR asymmetry, Japanese 
participants showed a larger efect size (� = .42) than U.S. partici-
pants (� = .24). In fact, the efect in the U.S. sample was, by itself, 
not signifcant. In part this stems from the 40% smaller U.S. sample 
than Japanese sample, which lowered statistical power. 

Although the HR asymmetry appears to be robust [49], we sought 
to afrm our confdence in Experiment 2’s narrative (opening a 
chute) in two ways: First, we returned to previous U.S. results 
that used this narrative [38] and found the efect (� = 0.43 for 
the HR asymmetry) to be larger than in our present U.S. sample 
but nearly identical to the Japanese sample. We also examined as 
yet unpublished results (� = 266 [Malle, unpublished data]) and 
confrmed the asymmetry for the chute narrative (� = 0.42). 

Second, we analyzed the subset of our participants who had 
indicated that it was permissible to intervene but then learned that 
the agent refrained from intervening (inaction decision). These par-
ticipants perceive inaction as a norm violation, so blame judgments 
for inaction are most meaningful here. Both Japanese and U.S. par-
ticipants showed a strong and nearly identical HR asymmetry of 
just under 17 points, � (1, 248) = 18.3, � < .001), � = 0.53). The 
efect size in the U.S. sample was very similar (� = 0.51) to that in 
the Japanese sample (� = 0.58). 

5.2.4 Exploratory Analyses. We had asked participants in the robot 
conditions to consider an array of 6 robot pictures (Figure 5) and 
to indicate which kind of robot they had imagined while reading 
the moral dilemma narrative. Participants could alternatively in-
dicate that they had imagined no particular robot. Both of these 
variables (whether they had imagined a robot and, if so, which 
one) were unafected by the agent’s decision or participants’ norm 
or blame judgments. However, both variables were afected by 
culture. Whereas 100% of Japanese participants indicated they 

had imagined one of the robots, 90.3% of U.S. participants did, 
2 � (1, � = 509) = 28.8, � < .001. Moreover, the specifc picture 

choices varied by culture, 2  � (5, � = 487) = 21.9, � < .001. Using 
a loglinear analysis, we predicted the 6-level picture choice (with 
frst level as the reference category) from culture and found that 
Japanese participants tended to imagine machine-like robots 2 and 
3 (see Figure 5) relatively more often than U.S. participants, whereas 
there were no diferences in other categories. 

Figure 5: Images of six robots accompanying the question, 
“Please think back to when you were reading the story about 
the robot. What kind of robot were you imagining?” 

Further, we explored cultural diferences on the various self-
report measures that assessed perceptions of robots and inferred 
robot mental capacities. We frst conducted a Principal Components 
Analysis (PCA) to identify the hypothesized agency and experience 
dimensions in mental capacity inferences and to see whether the 
remaining impression items loaded together. Indeed, we found 
a strong experience factor (afraid, pleasure, pain) and a strong 
trustworthiness factor (trust, safely rely on, helpful). Each trio of 
items combined to internally consistent scales (Cronbach’s � of 
.87 for experience and .80 for trustworthiness). A weaker agency 
factor (remember, intelligent, self-control) had an � of < .50, but we 
included it in the exploratory analyses. 

Multiple ANOVAs with Culture, Decision, and Agent revealed 
several cultural diferences: Japanese participants saw the robot as 
more trustworthy (� = 6.52) than did U.S. participants (� = 5.95), 
� (1, 548) = 13.0, � < .001; they more readily inferred experience in 
robots (� = 3.45) than did U.S. participants (� = 2.17), � (1, 1126) = 
97.2, � < .001; and they also inferred more agency (� = 7.28) than 
U.S. participants (� = 5.96), � (1, 1130) = 101.9, � < .001. None of 
these patterns, however, predicted the cultural diferences in moral 
disqualifcation and norm judgments. 

5.3 Discussion 
The primary goal of Experiment 2 was to replicate the cross-cultural 
similarity in moral judgments of robots suggested by Experiment 
1. We conducted parallel experiments in Japan and the U.S., with 
as close to identical material as possible, equal exclusion criteria, 
data treatment, and joint statistical analysis. We examined moral 
disqualifcation rates, norm judgments, and blame judgments as 
the primary dependent measures, and we also explored various 
measures of robot impressions. The results were as follows. 

Japanese participants less often disqualifed robots as targets of 
moral judgment, especially blame judgments. This result supports 
the moral disqualifcation hypothesis, which states that disquali-
fcation rates are a refection of cultural and religious beliefs and 
will therefore plausibly difer between Japan and the U.S. 
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In norm judgments, U.S. participants treated human and robot 
agents the same (in line with [49]), whereas Japanese participants 
more often called for the robot to intervene than for the human to 
intervene. This result supports the norm hypothesis, which states 
that norm judgments for novel technology are likely to refect social-
cultural beliefs and thus show cultural diferences. Experiment 2 
may have been more successful in supporting the norm hypothesis 
because the narrative captured a true dilemma, with people’s norm 
endorsements hovering around 50%. In Experiment 1, by contrast, 
people in both cultures were more supportive of an intervention 
(see Figure 3). Taken together, these results ofer the conjecture 
that more difcult dilemmas, like the chute case in Experiment 2, 
can more clearly bring out cultural norm diferences. 

Despite the cultural diferences in moral disqualifcations and 
norm judgments, blame judgments in Experiment 2, like Experi-
ment 1, showed a parallel human-robot asymmetry in both cultures: 
greater blame for a robot’s inaction than for a human’s inaction, as 
previously found in U.S. studies [37, 38, 49]. This result provides 
support for the blame hypothesis, which predicts cultural similarity 
in blame judgments, as they may be psychologically more univer-
sal in taking causal and mental information into account. Even 
though Japanese participants generally blame at a lower level, they 
blame, like Americans, robots more than humans when they do not 
intervene. 

Exploratory analyses showed some cultural diferences, but none 
of them explained the core moral judgment patterns. Japanese par-
ticipants showed an intriguing juxtaposition of seeing the robot as 
more machine-like but at the same time granting it more capacity 
for experience and trusting it more. At frst glance, this pattern may 
seem contradictory, but it suggests that in Japanese culture, thresh-
olds for capable robots are set lower: Even machine-like robots can 
have sophisticated capacities (even moral and experiential ones)— 
and in that light, trusting such robots may seem warranted. 

6 GENERAL DISCUSSION 
We have reported two experiments to investigate the possible cul-
tural diferences between the U.S. and Japan in moral evaluations 
of robots—in particular, robots that make morally consequential 
decisions. The overall picture that emerges from two experiments 
is that Japanese participants, compared to U.S. participants, are 
more ready to accept robots as targets of moral judgment; they are 
somewhat more allowing of robots to intervene in moral dilemmas; 
and they blame agents (humans or robots) less overall but, like U.S. 
participants, they blame robots more than humans for refusing to 
intervene. In the terms of our three hypotheses, we have supported 
the disqualifcation hypothesis (a cross-cultural diference in dis-
qualifying robots as targets of moral judgment); we have partially 
supported the norm hypothesis (a cross-cultural diference in favor-
ing one decision over another); and we have supported the blame 
hypothesis (a predicted cross-cultural parallel in blaming robots 
more than humans for failing to intervene). 

The culturally consistent human-robot asymmetry in blame judg-
ments is not merely the absence of a fnding (due to low statistical 
power, noisy data, or the like) but is a meaningful psychological re-
sult for two reasons. First, the cross-cultural similarity exists against 
the backdrop of cultural diferences in moral disqualifcations, norm 

judgments, as well as trust and mental capacity inferences. All these 
diferential results are likely to refect cultural beliefs that difer 
between the U.S. and Japan. The parallel HR asymmetry for blame 
appears to refect, instead, culturally more general processes of 
social-moral cognition. Second, the cross-cultural similarity holds 
for a unique data pattern—an HR asymmetry for specifcally eval-
uating inaction decisions. People from Japan and the U.S. blame 
humans and robots to the same degree when these agents decide to 
intervene in certain moral dilemmas; but they blame robots more (or 
humans less) when the agents decide to refrain from intervening. 

It is important to note that the consistently replicated human-
robot asymmetry in blame (reported frst by [37] and recently sum-
marized by [49]) is not necessarily the result of a special feature 
of robots; it may be the result of a special feature of humans. In 
particular, the lower amount of blame for human agents in the 
inaction condition may be a refection of people’s blame mitigation 
attempts for the human agent: They understand why the person 
would refrain from acting (it is an extremely difcult situation), 
and so they blame the person less. People may not in the same way 
“understand” why the robot refrained from acting and therefore end 
up blaming it relatively more. 

The reported studies have numerous limitations. First, only one 
of the studies ofers direct, simultaneous comparisons across difer-
ent cultures. However, the consistency in patterns of results across 
the two studies provides some confdence that the cultural patterns 
are representative and would stand up to further replication at-
tempts. Second, the Japanese samples in the two experiments were 
quite diferent (older crowdsourced participants in Experiment 1 vs. 
younger students in Experiment 2). Despite these diferences, how-
ever, the fndings across the two experiments are highly consistent, 
providing reasonable confdence in their generalizability. Third, 
the efects sizes tended to be small, requiring large sample sizes to 
detect them. Previous research on robot moral dilemmas, however, 
suggests that the range of efect sizes we observed is typical and 
that the accumulated evidence is robust. Fourth, the studies are 
limited to online survey assessments, albeit implementing subtly 
manipulated narratives. The present questions will clearly need to 
be studied in other contexts, and with other methods. Additional 
studies should also explore how a robot’s response, and especially 
explanations of its decisions, might alter people’s blame judgments 
or how diferent kinds of robots (varying in appearance, role, or 
function) may alter people’s moral judgments. 

In conclusion, two large-sample studies illustrated the benefts 
of assessing multiple components of how people morally evaluate 
humans and robots—from granting moral agency to norms to blame 
judgments. Japanese and U.S. participants showed some diferences 
and some unique parallels in their moral perceptions of robots. 
We therefore suggest that studying cross-cultural similarities can 
be just as revealing as studying cross-cultural diferences. HRI 
researchers must develop sensitive methods and theories to capture 
such diferences and similarities, to better understand human-robot 
interaction not merely in select locations but across the world. 
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