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Abstract

Part-of-speech (POS) tagging for English is often considersolved prob-
lem, with accuracies for POS tagging the Penn Treebank afnak®7%.

However, POS tagging generally assumes that there is a liardemain

training set available, and that the domain is carefullyesdiwritten lan-

guage. We investigate the performance of Markov model andman en-

tropy POS taggers given a small data set of spontaneougdisdan a col-
laborative search task. We investigate whether addingrimdtion about the
speaker or about the dialogue move of the sentence can impgsults. Our
experiments show that especially the dialogue move inftomancreases
accuracy, but the information must be provided in a way tloaischot cause
data sparseness issues. Our best results of 96.55% weheddayg an ex-
tension of the maximum entropy tagger that uses the dialodaenation as

additional features in classification.

1 Introduction

Part-of-speech (POS) tagging for English is often considlex solved problem.
There are well established approaches such as Markov nrigtein taggers [1],
maximum entropy taggers [10], or Support Vector Machineetddaggers [7], and
accuracy is around 97%. However, most experiments in PQfngdor English
have concentrated on data from the Penn Treebank [9], asedoon a well defined
genre (financial news) of carefully edited language and witirge training set. In
this paper, we investigate POS tagging for a small corpupaitaneous dialogues,
CReST [6], based on an experiment in which humans perfornoperative, re-
mote search task. This corpus challenges both assumphahsrie made when
using the Penn Treebank: We have a very limited data set, iand the corpus
is based on spontaneous dialogues, the language is mor daan in the Penn
Treebank. l.e. this data set exhibits all the charactesigif spontaneous speech,
including hesitations, false starts, corrections, anddweplacement. Under these
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conditions, POS taggers do not reach state-of-the-arttse$tor example, TnT, a
Markov model POS tagger reaches 96.7% accuracy on the Pesbank [1] but
approximately 2 percent points less, 94.8% when trainedesidd on the CReST
corpus. If TnT is trained on the Penn Treebank and testedeo@ReST corpus, it
reaches an accuracy of only 85.5%. Consequently, theregmiéicant differences
between the Penn Treebank and CReST, which cannot be doalaiered by the
shorter and less complex sentences in CReST, which shodddier to analyze.

In interpreting these numbers, we have to take into coraiider that a wrong
choice in the POS tag of an ambiguous word will negativelgciffollowing anal-
ysis steps such as syntactic parsing. One typical erroriregperiments is the
confusion of adverbs and adjectives. If an adjective isreroosly tagged as an
adverb, then the parser may be forced to resort to a differentategorization
frame for a verb, thus changing the analysis for the compgletéence. This means
that even a 2% drop in POS tagging accuracy will result in egerdecrease in
performance of a parser that uses the POS tagged text as input

In order to improve POS tagging results for small trainingoooa, we inves-
tigated whether adding information about the context inipsatagging accuracy.
The context information that we included was dialogue madiermation, and
more specifically information about the speaker (direct@earcher), information
about the dialogue move, and a combination of both. Our lngsi is that the
dialogue model influences the types of sentences uttereadextain point in the
dialogue, and consequently also the types of POS tags. Wenasthat since di-
alogue moves tend to be associated with certain syntactictgtes, they would
also help predict certain sequences of tags. For instafrbe, inove iISNSTRUCT,
the sentence is more likely to be a command, which inform&tD8 sequence, es-
pecially at the beginning of the sentence. We also assurhspkaker information
would help predict the tag sequence because different speaks tend to produce
different syntax structures, especially when the rolesaardistinct as director and
searcher, which was the case in our corpus. The searcherxdonple, may be
more likely to ask questions, which have different POS segee Our goal in
comparing different POS taggers and different ways of iatiéxgg the informa-
tion into the POS tagging process was to find the optimal ambrdor integrating
additional context information into the POS tagging prsces

Our results show that adding the additional informatiomideied helpful, but
only if it is integrated as additional features and not in B@S tags themselves.
We also show that maximum entropy tagging is better suitedntegrating new
types of information.

The remainder of the paper is structured as follows: In e, we discuss
related approaches, and in section 3, we discuss the carpuerie detail as well
as the POS taggers used for the experiments. Section 4esudir experimental
methodology. We present our results in section 5, and wénfimith our conclusion
and future work in section 6.
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2 Related Work

There is a vast literature on many facets of POS tagging. Heptrpose of the
research presented here, we concentrate on POS taggiragaepes that go beyond
using 1-2 words on either side of the focus word as infornmaiiodeciding the
POS tag of the focus word. To our knowledge, the only stadstPOS tagging
approach that does use additional features is the one basadxdimum entropy
models. Maximum entropy taggers allow for a rich, linguialiy motivated feature
set to be used in a statistical framewaork. Accordingly, éltgave been a number of
maximum entropy POS taggers developed in an attempt toefuitthprove upon
the accuracy that can be achieved by other approaches.

Ratnaparkhi [10] describes a maximum entropy approach ® tagging. The
tagger learns a log-linear conditional probability modeht a training corpus of
tagged text using a maximum entropy classifier. Along withtegtual features
looking at the surrounding words and tags, there are a nuailfeatures based on
the form of the word, including the nature of affixes and thausion of hyphens,
apostrophes, numbers, and capital letters. Ratnapanbite296.6% accuracy on
unseen data from the Wall Street Journal.

Toutanova and Manning [13], also working with a maximum epyr tagger,
used the model laid out by Ratnaparkhi [10] as a startingtpaird raised the ef-
fectiveness of the tagger to deal with unknown words, inipaler. They added a
set of features designed to help identify proper nouns hemnatet to disambiguate
verb forms, and a set to disambiguate participles, adveria prepositions more
accurately. By adding these features and excluding somevéra used by Ratna-
parkhi, Toutanova and Manning were able to achieve higheuracy overall and
specifically for unknown words on the same test set from thi Steeet Journal.

Inspired by the work of Ratnaparkhi and Toutanova and Mamnirenis and
Sagot [5] developed another implementation of a maximunmopypttagger, MEIt,
that they applied to the task of POS tagging French. The atit®veloped a su-
perset of features that combined those utilized previodsie full set of features is
shown in Table 1. Denis and Sagot altered the algorithm bgdparkhi by lifting
the restriction that so called lexical features, i.e. fesdithat examine the com-
position of words, should only apply to rare words. They added an external
lexical resourcelefff [11], to be used in concert with the dictionary learned from
the training data. MEIt is described further in the follogyisection.

3 Corpus and POS Taggers

3.1 The CReST Corpus

The CReST corpus [6] is a corpus of natural language diabgi¢ained from
humans performing a cooperative, remote search task inhwgrne person out-
side the search environment (director) directed a perssidénthe environment
(searcher). The director guided the searcher through tretsenvironment, for
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Lexical features

Prefix ofw; = P,|P| < 5 &t; =T
Suffix ofw; = 5,|S] <5 &t; =T
w; contains a number &t; =T
w; contains a hyphen &t; =T
w; contains an uppercase letter t&=T
w; contains only uppercase letters t&=T

w; does not start a sentence and contains an uppercase lettey = &
Contextual features

tioi =X &t =T
ti—oti1 =XY &t =T
’wi+]‘:X,j€—2,—1,1,2 &t;=T

Table 1: Denis and Sagot's MElIt features.

which the director had a map, in order to find different calbbexes, enter them
on the map, and place blocks in them. The director was fittéd avifree-head

eyetracker, and he was recorded by a microphone positioeteebn the director

and the telephone’s speaker. The searcher wore a helmed wittless phone and
a light-weight digital video camera that recorded his ormerement through the
environment as viewed from his or her perspective and peavial second audio
recording of the spoken dialogue.

The multi-modal corpus consists of seven dialogues. Thiehigklights the
differences between formal written and naturally occgrianguage, as it is rife
with directives, disfluencies, corrections, ungrammatssmtences, wrong-word
substitutions, and various other constructions that asesimg from written text
corpora. In total, there are 11 317 words in 1 977 sentences.

The corpus contains the speech signals as well as trangosgpdf the dia-
logues, which are additionally annotated for dialoguecstme, disfluencies, and
for syntax. The syntactic annotation comprises POS arionfaPenn Treebank
[9] style constituent annotations, as well as dependenogtations based on the
dependencies gfennconvertef8].

3.2 Annotation

On the dialogue level, the corpus was annotated for dialstueture and for dis-
fluencies. Utterances were divided into separate dialognes) based on the clas-
sification developed by Carletta et al. [2] for coding tasiented dialogues. Their
scheme views utterances as moves in a conversational gaingaamsifies utter-
ances into three basic move categoriediation, ResponseandReady Initiation

is further divided intolNSTRUCT, EXPLAIN, QUERY-YN, QUERY-W, CHECK, and
ALIGN. The categonResponsincludesACKNOWLEDGE, replies to wh-questions
REPLY-WH, andyes or no replieSREPLY-Y, REPLY-N.
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yeah AP you PRP

let VBI re VBP
'S PRP gonna VBG+TO
do VB find VB
that DDT a DT
yeah UH pink JJ
box NN

Figure 1: Two examples with POS annotation.

The POS annotation is based on the Penn Treebank POS tagkewith a
small number of new POS tags added to describe typical desistics of spoken
language:

e AP for adverbs that serve for answering questions, suchess no, or
right.

e DDT for substituting demonstratives, such a$ mt i s correct.
e VBI forimperatives, such asurnl eft .

e XY for non-words or interrupted words.

The first sentence in Figure 1 shows an example of a senterticghrée new
POS tags.

Another modification of the tagset concerns informal cartioss such as in
you 're gonna wanna turn to the right?, which are kept as sin-
gle words. As a consequence, they are assigned combinatfaiags, such as
VBG+TO. The second sentence in Figure 1 shows an example of suctiracon
tion.

3.3 POS Taggers

We used two different POS tagging approaches, Markov mpdeals maximum
entropy models. In the following, we give a short overviewttod individual im-
plementations and their characteristics.

TnT. TnT [1]is a trigram Markov model POS tagger with state-ad-tirt treat-
ment of unknown words. It can be trained on new data sets harnidiplementation
allows setting parameters such as the order of the Markowembdt it is impos-

sible to add new types of data because the source code foBadger is not
available.
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IncT. In order to incorporate new types of information, we used @un re-

implementation of an incremental trigram Markov model P@gyer. The trigram
model is interpolated with unigram and bigram models, uginglues taken from
TnT’s optimization. For handling unknown words, IncT usesrapler version of
TnT’s suffix trie in combination with Chen-Goodman smooth|B].

MEIt. Foramaximum entropy tagger, we chose the Maximum-Entregpydon-
Enriched Tagger, MEIt [5]. MEIt is a conditional sequenceximaum entropy POS
tagger that uses a set of lexical and context features, wdriela superset of the
features used by Ratnaparkhi [10] and Toutanova and Marih8]g The features
are handled by the MegaM maximum entropy package [4]. Théeimentation,
including the source code, is available from sourceforge.

MEIt+. In order to integrate new types of information, we modified MEIt
source code to add any features that accompany a senten@»imnaent line at
the beginning of the sentence. The modification only addsetimew features so
that there is no change in performance or accuracy when haréssare added.

4 Experiments

We used the seven dialogues as folds in a 7-fold cross-taidaEvaluation was
performed on the concatenation of the test data sets, itaeomhole data set. As a
baseline, we used all POS taggers without modification. fitg@ans that MEIt and
MElIt+ are identical, and we report only 3 results. Then weealidhe dialogue in-
formation about the speaker and the dialogue move assigrtbd sentence. Both
types of information were extracted from the multi-modalpes annotation. In a
first experiment, we added this information to the POS tdgss treating complex
POS tags. This approach has the advantage of not requinngeadification of the
POS taggers. In a second experiment, we added the new typatofds directly to
the algorithms. For these experiments, we experimentel adtling the speaker
information, the dialogue move information, and a comharabf both types of
information.

The evaluation was performed on POS tags only; in the exgatisrusing the
complex tags, we used the complex tags for training anchtggbut for evaluation,
we stripped off the additional information and evaluatedr@POS tags only. One
reason for this procedure is that we needed to ensure cohilitsgraetween exper-
iments. The more important reason is that we are not inetéathow accurately
the POS tagger can predict the additional information bilierain whether the ad-
ditional information is useful for tagging and whether indae successfully built
into the POS tagging process.
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4.1 Complex POS Tags

The simplest approach to adding the new information is to iadd the POS
tags themselves, thus creating more complex tags. For éxagipen the word-
tag combinationl ef t / VBN spoken by the director during a question move,
we create the complex tageft/ VBN di rect or when only speaker infor-
mation is added| ef t / VBN_quest i on with dialogue move information, and
| ef t/ VBN _di r ect or _quest i on with both types of information.

Adding the new information to the POS tags increases theo§ithe tagset and
therefore also the risk of data sparseness: While the aligi@S tagset contains
38 different POS tags, adding the speaker information asze the tagset to 74
tags, and adding the dialogue moves results in a large tafj5é6 different tags.
Adding a combination of both types of information resultsaitagset of 772 tags.
It is obvious that the latter two tagsets can very easily ltéaudata sparseness
problems, given that we only have small corpus of 11 317 words

4.2 Modified Algorithms

In order to avoid data sparseness issues with the extendedets, we pursued a
second approach in which we integrated the new informatitm the algorithms
directly. For MEIt, this conversion to MEIt+ was relativebymple: MEIt uses a
maximum entropy classifier in the background. Thus, for emetd, an instance
with independent features is passed to the classifier, viha&hmakes the decision
which POS tag should be assigned to the word based on thedsat@ur mod-
ification of the algorithm consists of passing the new typemformation to the
classifier as additional features.

For IncT, the modification was more extensive. To integragertew informa-
tion into the Markov model, we replaced the standard sest®ocindary marker
by a set of such markers, which model the additional featurkess, in the training
phase, counts were tabulated of how often certain POS tagsred at the be-
ginning and end of the sentences, in the context of certailoglie moves and/or
speaker types. For the combination of both types of infoionatve first used a so-
lution in which we combined the labels into a single tag, &Y\ _Sear cher for
a yes/no question uttered by the searcher. Since this leattosparseness issues,
we then modified the approach so that the first sentence boungaker at the be-
ginning of the sentence represents the speaker, and thedssentence boundary
the dialogue move. For the sentence boundary marker, wee cigain the dia-
logue move. Thus the trigrams extracted fromih&TRUCT sentence ur n/ VBI
| ef t / RB uttered by the director are shown in Figure 2. The sentenoadary
markers start with a $ sign.
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$Director $NSTRUCT  VBI
$INSTRUCT VBI RB
VBI RB $INSTRUCT

Figure 2: The trigrams extracted from the sentengen/ VBI | ef t / RB.

5 Results

The results of the experiments described above are showalile 2. The first
baselines, in which the POS taggers were trained on the Perebank and tested
on CReST, show that both the trigram and the maximum entragger do not
perform well out of domain; TnT reached 85.49%, and MEIt, chhielies more
heavily on lexical features, reached 83.31%. Since thalmiésults were so low,
we refrained from repeating this experiment with IncT. Ftbese experiments, we
can conclude that using an existing model trained out-of@ia does not provide
useful results. When the taggers are trained on CReST itd7=fd, the baseline
shows that although the taggers were trained on a small data she order of
9 700 words, they reached results that are only slightly idivan results reported
on the Penn Treebank (Brants [1] reports an accuracy of 96rv#iis data set). On
our data set, TnT reached 94.80% while MEIt reached a sjidtitjher accuracy
of 95.64%. Our own trigram Markov model tagger, IncT, reathe accuracy that
is comparable to TnT’'s 94.50%. The slight difference can xgained by the
taggers’ different strategies for handling unknown words.

TnT | IncT | MEIt | MEIt+
Baseline Tra?ned on Penn 85.49 * 83.31
Trained on CReST 94.80| 94.50 95.64
Complex Tags Dialogue Move 94.42 | 89.28 94.70
Speaker 94.81| 93.57 95.39
Dialogue Move * 95.03| * 96.55
Modified Algorithm | Speaker * 9452 * 95.74
Dialogue Move & Speakef * 9498 * 96.55

Table 2: Results of the POS tagging experiments

In the experiments reported &mplex Tags we added the additional in-
formation to the POS tags, thus creating complex tags. Aecllomk at the table
corroborates our assumption that such a procedure leadsaspharseness. All tag-
gers performed worse than in the baseline experiments. filgeegception is the
experiment in which TnT was confronted with POS tags thataioad speaker in-
formation. In this experiment, TnT reached a non-signifitamprovement of 0.1
percent points over the baseline. Adding speaker infoomatesults in a smaller

McNemar,p < 0.001.
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loss of accuracy for all taggers than adding dialogue moVé® reason for this
difference can be found in the potential increase in POSttagsadding dialogue
moves causes. Speaker information consists of 2 labettdirand speaker. Thus
it can maximally double the initial POS tagset of 38 tags, alntbst does: We ob-
served 74 out of the 76 possible tags. Adding dialogue mavesntrast, supplies
47 new labels, which can maximally cre@&=« 47 = 1 786 complex labels. Even
though the actual number is considerably lower at 515, tises#ll an increase by
more than a factor of 13. The fact that this major increasa@s only results in
losses in accuracy of less than 1 percent points for TnT anit 8hiéws that the
new information must provide useful information. Howewghile TnT and MEIt
suffered minimally, adding the dialogue move informatian hcT resulted in a
considerable loss of accuracy. The tagger only reached @may of 89.28%,
which is more than 5 percent points lower than the baselinaracy.

Since both types of information result in lower accuracies,refrained from
adding both types simultaneously. This would have incré#se size of the tagset
even more and thus exacerbated the data sparseness praidézad, we investi-
gated whether the information can be successfully intedratto the algorithms.
The results of these experiments are reportefagified Algorithm . Since it is
not possible to use the original implementations for thegeements, we report
results only for IncT and for MEIt+.

A closer look at the results of these experiments shows tidihg speaker in-
formation results in a non-significant improvement for bbtglt+ and IncT. The
error reduction for MEIt+ is 2.4% and for IncT 0.3%. In comtraadding dialogue
move information results in a significant increase for bathgers, with an error
reduction of 20.9% for MEIt and 9.5% for IncT. This increabews that dialogue
information is more useful in POS tagging CReST than speiakammation. Why
speaker information is not more helpful is not immediatdigac However, the
setup of the search scenario is such that both speakers meetlaborate to per-
form the tasks. This means that both speakers ask questiogiseodirections
during the completion of the task. For example, the corpudains 45 questions
asked by the director and 89 questions asked by the seatdberver, there are
large individual differences between the dialogues; in tiaogues, the director
asks more questions than the searcher. Thus, knowing whethierd is part of a
guestion or of an explanation is more useful than knowingcivisipeaker uttered
the sentence.

A very clear example where the dialogue moves provide usefatmation
for POS tagging is the wordeah. This word is assigned the POS tA§ when
it occurs in an answer to a yes/no question, i.e. when it it gfa@ REPLY-Y oOr
REPLY-N move, and it is assigned the POS tdig when it belongs to any other
move. There is only one exception this rule: In the sentgrezh | et 's do
t hat yeah, the secongeah is taggedJHin spite of being in ®EPLY-Y move.
In addition, the confusion betweei andUH is the largest source of errors in our
experiments. Adding speaker and dialogue move informa#sults for this word
in an error reduction of 91.1% for MEIt+ and of 91.3% for IncT.
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While adding individual information is either beneficial glightly detrimen-
tal, the picture is much clearer in the experiment where bgibs of information
are added: IncT has a minimal decrease in accuracy to 94.8&%niparison to
adding only dialogue move information, MEIt+ reaches thesaccuracy as in the
experiment with dialogue moves, 96.55%. In comparison éoithkdomain base-
line, however, IncT reaches an error reduction of 9.8%, and/Elt+, there is an
error reduction of 20.9%.

This shows that both types of information are potentiallgfusfor POS tag-
ging dialogue data. However, the information must be irattgt in a way in
which a POS tagger can successfully use the informatiorowitbncountering data
sparseness. Since MEIt+ adds both types as individualrisgtno data sparseness
ensues. IncT, in contrast, must use a combination of both aad thus cannot
avoid data sparseness. This leads us to conclude that aithdiraglditional infor-
mation as sentence boundary markers is not viable. Instiead)formation must
be integrated into the transition probabilities.

6 Conclusion and Future Work

In this paper, we have shown that for dialogue data such d&®i€ReST corpus,
adding information about the speaker and about the dialoguess improves tag-
ging results. Especially, dialogue move information pded valuable disambigua-
tion information for words that can be ambiguous betweefeint categories that
primarily occur in certain dialogue moves. However, in ordeavoid data sparse-
ness, we had to provide the data not as part of complex POShtagsather as
information inside the POS tagging algorithm. The resutisnsthat adding fea-
tures to a maximum entropy tagger results in higher accutaay adding them as
sentence boundary markers in a Markov model tagger.

For the future, we are planning to modify IncT, the increraéiMarkov model
tagger, so that the calculation of the transition probtidiis not conditioned on
the previous context words but also on the additional infdram. This modifi-
cation will allow us to use the additional information in dkcisions. In order to
avoid data sparseness, we will also modify the interpatatimdel.

We are also planning on extending our experiments and &tiegra classifier
for dialogue moves. We do have a preliminary version, whégthes an accuracy
of approximately70% by looking only at previous move information, with disre-
gard of the words in the sentences. While this is a module st#lke-of-the-art
accuracy for dialogue moves, it is likely that the error riatstill too high to have
a positive influence on POS tagging.
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