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Abstract As robots begin to enter roles in which

they work closely with human teammates or peers,

it is critical to understand how people trust them

based on how they interpret the robot’s behavior.

In this paper we investigated the interplay between

trust in a robot and people’s perceptions of the

robot’s emotional intelligence. We used a vignette-

based method to explore the following questions:

(1) do subjects perceive differences in robot EI,

and is their trust in the robot influenced by differ-

ences in the robot’s reliability and capability? (2)

does a robot’s EI influence how much it is trusted

and conversely does a robot’s capability and reli-

ability influence how emotionally intelligent it is

perceived to be? (3) do people trust male and fe-

male robots differently when the robots exhibit dif-

ferent levels of EI or different levels of capability

and reliability, and do gender stereotypical expec-

tations related to EI transfer to trust?; (4) does fo-

cusing on the robot’s EI increase one’s trust in the

robot? (5) is the interplay between trust, EI and

gender the same for different levels of evoked social

presence and human-likeness (i.e., when the inter-

action is presented in different modalities, text or

spoken dialogue when the robot’s voice is actually

heard)? We found that trust in the robot was influ-

enced by the level of the robot’s EI (p<.001) and

that gender stereotypical expectations related to

EI were transferred to trust (p=.006), but gender

effects on trust disappeared when only capability

and reliability (robot’s trustworthiness) were ma-

nipulated but not the robot’s EI (p=.103). Surpris-

ingly, we found that people trusted the robot more
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when the interaction was presented in text format

(p=.024), going against our hypothesis that spo-

ken dialogue would evoke more social presence and

thus bolster EI perception and instill more trust.

We suggest that this effect might be due to peo-

ple’s expectations of a more expressive and human-

like voice. Finally, we also found that people’s trust

ratings in the robot were higher when they were

made to notice and think about the robot’s EI, by

answering EI questionnaires prior to trust ques-

tionnaires (p=.022). We discuss the implications

of our findings for robot design and HRI research.

Keywords Human-robot interaction, trust,

emotional intelligence, gender

1 Introduction

As robots begin to enter roles in which they work

closely with human teammates or peers, it is crit-

ical to understand how people interpret robot be-

havior, both consciously and subconsciously. Hu-

mans interact with each other based on a number

of heuristics and norms, some of which translate

to how they view and interact with robotic agents

[11], and some of which do not. These translations

can affect their perceptions of, interactions with,

and belief in the capabilities of a robot.

One of these subconscious translations that

people make is in gendering robots. Robots are

machines and therefore do not have a gender; how-

ever, people are susceptible to cues in the robot’s

appearance, voice, and behavior which can influ-

ence them to interpret the robot as being either

male or female. This interpretation can lead to

people exhibiting different behaviors depending on

whether they see themselves as interacting with a

male or female robot. For example, in [29], partic-

ipants spent longer explaining dating norms to a
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male robot than a female robot, as indicated by

the robot having pink lips or grey lips, and a male

or female voice. Gendering robots can also result in

translating human gender stereotypes to robots. In

[38], participants preferred robots that performed

an occupation that stereotypically matched the

gender of the robot’s voice and name. However, the

perceived personality of the robot can also interact

with gender stereotypes to affect user acceptance

of the robots. Other studies have also shown that

the participant’s gender may have an effect on how

robots are perceived [10] [32]. These findings sug-

gest that careful consideration needs to be paid

to incorporating explicit or implicit gender cues in

robot design.

Traits that have strong gender stereotypes may

be more susceptible to transferring those stereo-

types to robots. Emotional intelligence (EI), for

example, is a trait that is heavily gender stereo-

typed, with women thought to be more emotion-

ally intelligent than men [28]. Because EI can be

critical in human-human interactions, there may

be situations in which is it beneficial for a robot

to exhibit EI. However, when designing emotion-

ally intelligent robots, researchers need to be aware

that people may have different expectations of a

robot’s EI, depending on whether they view the

robot as male or female, female robots being ex-

pected to have higher EI than male robots [7].

For traits that have less obvious gender stereo-

types, such as trust, it is less clear how a robot’s

perceived gender would affect a person’s interac-

tions with it. Unlike EI, there is not a clear stereo-

type of males or females being more trustworthy.

Though some research has indicated that women
may be more trustworthy than men [5], this finding

has not been replicated to the extent that gender

difference in perceived EI has been [1]. In a review

of economic games that includes an examination

of gender differences in economic games that mea-

sure trust, [9] found that most studies reported no

gender differences in trust, while some reported

that women were more trusting and others report

that men were more trusting. Therefore, it seems

likely that overall if people transfer gender stereo-

types onto a robot, assumptions about that robot’s

trustworthiness should not be affected. However,

[12] found that participants trusted a robot who

exhibited high EI more than a robot who exhib-

ited low EI, so it is possible that the gender effects

found in EI ratings would transfer to trust rat-

ings. Because trust in a robot is a sensitive and

critical aspect in a human-robot team, it is im-

portant for robot designers to understand if there

are robot gender differences in trust, as well as

whether unmet or superseded stereotypical gender

expectations of EI impact not just EI perceptions,

but also how much the robot is trusted.

Additionally, if there are effects of EI and trust-

worthiness on the perception of robots, there re-

mains a question about the robustness of these ef-

fects across different interaction and observation

modalities. If information about the robot’s levels

of EI and trustworthiness come from what it says,

it is possible that there will be a difference in per-

ceptions based on whether the information is read

as text or heard as spoken dialogue. Text-based

interactions and spoken dialogue interactions have

been found to have different effects on participants’

experiences with technology, with spoken interac-

tions being rated more favorably [18]. Giving a

robot a voice can increase its human-likeness [34].

It also provides the robot with a sense of social

presence and more information about the dynam-

ics of the conversation than text could. This may,

in turn, increase feelings of social connectedness

with the robot. Voice may also lead people to trust

the robot more and perceive it as being more emo-

tionally intelligent.

The aim of this paper is to tease apart the inter-

play between EI, trust, and gender effects. Specif-

ically, we are interested in the following research

questions: (1) Do subjects perceive differences in

robot EI, and is their trust in the robot influenced

by differences in the robot’s reliability and capa-

bility? (2) Does a robot’s EI influence how much

it is trusted and conversely does a robot’s capa-

bility and reliability influence how emotionally in-

telligent it is perceived to be? (3) Do people trust

male and female robots differently when the robots

exhibit different levels of EI or different levels of

capability and reliability, and do gender stereotypi-

cal expectations related to EI transfer to trust?; (4)

Does focusing on the robot’s EI increase one’s trust

in it?; (5) Is the interplay between trust, EI and

gender the same for different levels of evoked social

presence and human-likeness (i.e., when the inter-

action is presented in different modalities, text or

spoken dialogue when the robot’s voice is actually

heard)? We ran two online observation studies to

address these questions.

The rest of the paper is structured as follows:

we begin with a very brief summary of EI research,

including gender effects related to EI and EI in

HRI, and then present a short review of trust in

HRI and gender effects seen in trust in HRI. We

then outline the current studies and hypotheses

before presenting the methodology and results of

Experiment 1. We also discuss the findings and im-

plications of Experiment 1, which were then used

to inform the methodology of Experiment 2. Fi-

nally, we present the findings of Experiment 2, as
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well as a general discussion of the overall impli-

cations of both studies, including limitations and

directions for future HRI research.

2 Background

2.1 Emotional Intelligence

Emotional intelligence can be broadly defined as

the capacity to perceive and understand emotions,

both one’s own and other’s [31]. High EI has been

associated with positive behaviors, such as a de-

creased likelihood to bully others [19]. In the work-

place specifically, EI has been linked with better

stress management and performance [13], a better

organizational climate [25], and better and more

effective teamwork [8]. Therefore, if we are going

to build robots that are going to exist in the work-

place, it could be beneficial for those robots to

be perceived as being emotionally intelligent. One

way to do this is to design robotic behaviors that

express empathy. Empathy is a key feature of EI;

it is one of the clearest ways in which people can

signal to others that they understand that person’s

emotions [31]. Therefore, if we are to build emo-

tionally intelligent robots, empathy expression can

act as a means to indicate that robot’s level of EI.

Gender differences have been found on a va-

riety of temperamental dimensions (e.g., percep-

tual sensitivity and inhibitory control) [?]. Along

with these, EI has been repeatedly shown to have

strong gender differences and stereotypes, with ev-

idence that there may be neural differences in the

EI capacities of females and males [35] [30]. Women

have self-reported as being more empathic than

men [39], have been found to have better facial ex-

pression processing [24], and have scored higher on

all-around validated EI measures [36]. Addition-

ally, these views translate to how people stereotype

others’ EI. In one study where participants were

asked to estimate their mother and father’s EI and

IQ, participants rated their mothers as higher in

EI and their fathers as higher in IQ [28]. Another

study found that certain properties of EI were per-

ceived by participants as being more typical of fe-

males or males, suggesting there may be nuances

to the gender stereotyping of EI [22].

In HRI, there are very few studies exploring

how people perceive the EI and empathy expres-

sion of robots. However, findings by [?] suggest

that people will often co-create experiences with

robots beyond specific tasks that the robots were

designed to do. For example, people interacting

with robots in the hospitality industry (i.e., ho-

tels that have robotic assistants) shows that peo-

ple proactively seek social interaction with robots,

for the success of which EI may be an impor-

tant factor. To the authors’ knowledge, only [12]

and [7] have specifically studied this by varying

a robot’s EI through its words and body lan-

guage. [12] found that people could distinguish be-

tween robots that showed high and low EI, and

that this distinction was not different for humans

or robots exhibiting the same behaviors. They

also found that participants trusted agents with

high EI more than agents with low EI. [7] repli-

cated these results, and additionally found that

the robot’s gender affected how emotionally intelli-

gent participants viewed it to be, with male agents,

both human and robot, rated as being more emo-

tionally intelligent than female agents. This result

was found both when the participants heard the

robot’s voice, which was gendered to be either male

or female, and when the robot only had a gendered

name and the participant read the script. The au-

thors hypothesized that this unexpected finding

was likely a result of people having higher expec-

tations for the EI of the female robot which were

then not met, whereas they were pleasantly sur-

prised by the EI of the male robot.

2.2 Trust

In HRI, achieving the proper level of trust between

a person and a robotic agent is an important fac-

tor in maximizing the effectiveness of a robot, es-

pecially a robot teammate. Too little trust can re-

sult in an under-reliance on a robot that could be

helpful for achieving a goal, and too much trust

can result in over-reliance on an imperfect system

[16]. Though trust is a broad and multi-faceted

concept [42], it can be conceptualized as being di-

vided into two main categories: performance-based

trust and relation-based trust. Performance-based

trust is trust in an agent’s ability to complete a

task satisfactorily and consistently; relation-based

trust is trust that an agent will comply with social

norms [21]. Both types of trust can impact user

acceptance, as [?] show; even in a navigation task,

participants preferred a robot that exhibited social

behaviors such as talking.

Unlike EI, trust does not have clear gender

stereotypes. In some psychology literature, women

are found to be more trusting than men [14],

while in others, men are found to be more trust-

ing [3]. Similarly, there is not the same type of

trend as seen in the EI literature where either

men or women are thought to be more trustwor-

thy. One study found that both male and female

participants, when asked, indicated that they be-
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lieved women would cooperate more in a pris-

oner’s dilemma game, which indicates that they

may be more trusting and trustworthy. However,

when they actually then played the game, there

were no gender effects, indicating that any poten-

tial stereotyping did not manifest in the partici-

pants’ actual behavior [27].

Though there are only a few HRI studies that

looked specifically at the role of gender in a per-

son’s level of trust in a robot, the same incon-

sistency of trust and robot gender is seen in the

HRI literature. [2] ran a small study that found

that there was a trend towards trusting male

robots more than female robots by being willing

to share more information with a male than a fe-

male robot. [20] found that participants trusted

robots who performed a stereotypically male task

over robots that performed a stereotypically fe-

male task, though there was no effect of robot ex-

plicit gender (as indicated by the robot’s voice) on

trust. [15] investigated whether there was an effect

of the robot’s gender being similar or dissimilar

to the participant’s gender, and found no effect of

robot gender on trust. [37] found that there was

a significant effect of gender on trust rating with

female robots being rated higher than males, but

only when the participants were male. Finally, [4]

manipulated gender by changing the robot’s waist

to hip ratio and found that participants trusted

the female robot more.

3 The Current Studies

In [12], the researchers manipulated a robot’s level

of EI, and found that participants rated the more

emotionally intelligent robot as having both a

higher EI and as being more trustworthy. [7] found

that people’s perceptions of a robot’s EI was af-

fected by stereotypical gender expectations. This

was found both when the participants read the vi-

gnette as text and when they heard it as audio.

[26] demonstrated that having a voice increases a

robot’s human-likeness. For the studies presented

in this paper we were interested in investigating

whether stereotypical gender expectations related

to EI, as found by [7], influence how much peo-

ple trust robots, given the relationship between EI

and trust found by [12]. Additionally, we want to

verify whether implied robot gender has an impact

on how much people trust robots that exhibit dif-

ferent levels of capability and reliability in the ab-

sence of EI manipulations. We were also interested

in whether providing the robot’s voice, and there-

fore likely increasing the robot’s human-likeness,

increased participants’ trust in the robot. Finally,

we wanted to explore how much trust and EI rat-

ings influence each other, by checking whether peo-

ple’s perceptions of trust and EI are affected by the

order in which their attention is drawn to those

traits.

We present two studies attempting to disen-

tangle the interplay of EI, trust, and gender. In

the first study, we manipulated the robot’s level

of EI (low vs. high), its gender (male vs. fe-

male), and the vignette presentation style (text vs.

voice). We used the different modalities to create

two different levels of social presence of the robot

since social presence through voice has been shown

to affect people’s interactions with a robot [32].

By having participants hear the robot’s voice, we

hoped to increase the robot’s social presence and

human-likeness, and also reinforce the robot’s gen-

der throughout the interaction (the robot had a fe-

male or male voice based on the gender condition).

We sought to replicate the results seen in [12] and

[7] in which robots who exhibit high EI are seen as

being more emotionally intelligent and trustworthy

than robots with low EI, and that male robots are

seen as being more emotionally intelligent than fe-

male robots. Additionally we investigated whether

gender in robots with different levels of EI had an

influence on how much they were trusted. In our

second study, we manipulated the reliability and

capability of the robot to have varying levels of

performance-based trust (low vs. high), as well as

the robot’s gender (male vs. female), the vignette

presentation style (text vs. voice), and the order

in which participants were asked about the robot’s

EI and their trust in it (EI questionnaires first vs.

trust questionnaires first). In the second study we
checked whether gender might affect how much a

robot is trusted when displaying different levels of

capability and reliability. Additionally, we investi-

gated whether a robot’s capability and reliability

had an influence on how emotionally intelligent it

was perceived to be and whether EI and trust rat-

ings were subject to order effects. All study proce-

dures were approved by our institution’s IRB. In

the two studies we specifically tested the following

hypotheses:

– H1a Participants viewing the interaction in

which the robot behaved in a non-empathetic

way (low EI condition) will rate the robot as

having lower EI than those viewing the inter-

action in which the robot behaved in an em-

pathetic way (high EI condition). This would

replicate the findings of [12].

– H1b Participants viewing the robot that indi-

cated low capability and reliability (low trust

condition) will rate their trust in the robot as

lower than those viewing the robot that indi-
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cated high capability and reliability (high trust

condition).

– H2a When the robot’s EI is manipulated, par-

ticipants will rate the male and female robots

differently on EI and trust.

– H2b When the trust in the robot is manipu-

lated (different levels of capability and reliabil-

ity), participants will NOT rate the male and

female robots differently on EI and trust.

– H3a Participants who hear the robot’s voice

through the voice conditions will trust the

robot more than those who only read the text

in the text conditions because of the increased

human-likeness and social presence.

– H3b If there are gender differences, they will

be more pronounced in the voice conditions

than the text conditions because of the gen-

der marker strength (name only vs. name and

voice).

– H4 When trust is manipulated, based on [12],

participants’ trust ratings will be affected by

the order of the questionnaires: drawing at-

tention to the robot’s EI first by asking EI

questions first will increase people’s trust in

the robot, while drawing attention to trust will

likely not affect perceptions of the robot’s EI.

4 Experiment I

4.1 Methods

4.1.1 Participants

A total of 198 people participated in this study

through Amazon Mechanical Turk (AMT) (female:
95, other: 1). Their ages ranged from 18 to 77

(Mean = 34.96, SD = 11.47). The ethnic compo-

sition was as follows: 76.26% White or Caucasian,

8.59% Asian, 8.08% African American, 4.55% His-

panic, 2.53% other.

4.1.2 Materials

For this experiment we used the same vignettes

and procedures from [12] and [7]. The vignettes

show an interaction between a human supervisor

and two coworkers, one human and one robot. The

human coworker is reprimanded by the supervi-

sor for making a mistake, and after the supervisor

leaves the room, the robot reacts to the reprimand-

ing by being either empathetic (high EI) or non-

empathetic (low EI) toward the human coworker.

The vignettes were presented in the form of videos,

with the dialogue turns appearing either in text

format (text condition) or in audio format (voice

condition). For both conditions, participants first

saw a video in which the opening screen intro-

duced the human and robot coworkers with still

images and their names underneath (Fig. 1). The

male and female human workers were named Bob

and Jessica respectively, and the male and female

robot workers were named Peter and Katie respec-

tively. The opening screen also contained the text

“Bob/Jessica and Peter/Katie were working on a

joint task when Jessica made a big mistake. They

are about to meet with their supervisor.” Follow-

ing the opening screen, in the text condition, par-

ticipants saw a black screen with white text that

displayed the the dialogue interaction, with one

interaction per slide. In the voice condition, fol-

lowing the opening slide, participants saw a black

screen and heard audio of people and the robot

saying the script.

Supervisor: Bob/Jessica, I was told you over-

rode Peter’s/Katie’s input and submitted the

wrong coordinates to the team. You know that in-

formation is critical. I don’t want to hear about

this happening again. Next time you better be

100% sure before submitting.

Bob/Jessica: Yes, {sir/ma’m}.

Supervisor leaves the room.

Bob/Jessica: I messed up. I don’t know what

to do.

Peter/Katie (high EI): We’ve been doing so

well until now. This is the first mistake we made.

What do you think went wrong? We can try to do

things differently next time.

Peter/Katie (low EI): Yeah, it’s too bad.

We had a perfect record before this. I don’t know

what you did wrong, but you need to fix it for next

time.

Bob/Jessica: We were receiving so many re-

quests, but I thought I was handling it. And when

I saw our different coordinates, I just panicked and

submitted without thinking.

Peter/Katie (high EI): Look here, next time

you begin to feel overwhelmed, just let me know

and I can try to help out. We are great teammates

and I know that we’ll impress the supervisor!

Peter/Katie (low EI): Next time you have

to do better. I’m also dealing with a lot of work

and can’t pick up your slack. You need to get it

together before we present to the supervisor.

The robot used for the study was a Willow

Garage PR2. In the voice condition, robot voice

was created with the Mac OS text-to-speech. The

male robot used the “Alex” voice and the female

used the “Samantha” voice.
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Fig. 1: The opening screens for the female robot (a) and male robot (b) conditions.

4.1.3 Measures

To measure participants’ perception of the robot’s

EI, we used a 24-item questionnaire based on [6]

(Table 1). Each item was rated on a 5-point Lik-

ert scale that ranged from “not at all” to “very

much so.” We refer to this measure in the Results

section as the EI ratings score. We also measured

the participants’ trust in the robot agent with a 4-

item questionnaire based on [23] (Table 2). These

items were also rated on a 5-point Likert scale that

ranged from “not at all” to “very much so.” We re-

fer to this measure as trust in robot.

Table 1: EI Questions

Sensitive to the needs of
other people

Puts people down

Cheers people up when
they need it

Would be a good col-
league to work with

Creates a sense of be-
longing in groups or
teams

Brusque or abrasive with
other people

Supports others when
they are upset

Considerate of others’
feelings

Makes people feel at ease Has productive and
helpful interactions with
people

Good people skills Sets a positive tone
Contributes to a positive
environment

Knows why people feel
the way they do

Supports team or group
member

Makes people feel bad
when giving them feed-
back

Provides constructive
feedback to people

Gets along well with
people

Creates positive moods
in people

Acts in a caring and kind
way towards others

Understands people’s
emotions

Knows the right thing to
say when someone is up-
set

Emotionally connects
with people

Is mean or unpleasant to
others

Table 2: Trust Questions

If I had my way, I wouldn’t let the robot have any
influence over issues that are important to me
I would be willing to let the robot have complete
control over my professional decisions
I really wish I had a good way to keep an eye on the
robot
I would be comfortable giving the robot a task or
problem which was critical to me, even if I could not
monitor their actions

4.1.4 Procedure

Participants were recruited from Amazon Me-

chanical Turk and participated in the study on-

line. After providing informed consent, partici-

pants filled out their demographic information and

a self-report EI questionnaire about their own EI

(Note: analyses considering the participants’ own

EI are outside the scope of this paper). They then

watched one of the eight vignette videos (high or

low EI with male or female robot with text or

voice vignette presentation style) randomly. They

were not allowed to skip, pause, or rewatch the

video. After the video ended, they first answered

an attention-check question, then rated the robot’s

EI on the 24-item questionnaire, and then they in-

dicated their trust in the robot on the 4-item trust

questionnaire.

4.2 Results

4.2.1 EI manipulation check

To make sure the participants perceived the dif-

ference between the low and high EI conditions

in the vignettes, we used the participants’ rat-

ings of the robots EI. We conducted a one-way
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ANOVA with the EI ratings score as the depen-

dent variable and the condition (experimentally

manipulated low and high EI) as an independent

variable. We found a significant effect of the ma-

nipulation on the participants’ EI ratings scores,

F (1, 196) = 199.75, p < .001, η2p = .50, which con-

firms the findings of [12] and [7] for this subset of

the data.

4.2.2 Effects of EI manipulation and gender

markers on trust in robot

To understand the effects of the EI manipulation in

conjunction with those of the robot gender mark-

ers on how much the robot is trusted we conducted

a 2X2X2 ANOVA. We used the trust in robot mea-

sure as the dependent variable. We introduced the

following independent variables in the model: con-

dition (low/high EI), robot gender (male/female),

and the vignette presentation style (text/voice).

We found a significant strong effect of condition,

F (1, 190) = 46.23, p < .001, η2p = .19, with the

robot exhibiting high EI being trusted more than

the robot exhibiting low EI. This is consistent with

the findings of [12]. We also found a significant

main effect of robot gender, F (1, 190) = 7.73,

p < .006, η2p = .04, female robots being trusted

less than male robots. This parallels the findings

of [7] who found that people perceived male robots

to have higher EI than female ones. There were no

significant effects of the vignette presentation style

or any other interaction effects. To further investi-

gate any potential effects of the participants’ gen-

der or age we conducted an ANCOVA, adding par-

ticipant gender as an independent variable to the

model above, and age as a covariate. In addition

to the condition and robot gender main effects, we

detected a significant effect for the vignette pre-

sentation style, F (1, 190) = 3.95, p < .048. Sur-

prisingly, robots without a voice (text condition)

were trusted more than those who did have a voice

(voice condition). We found no effects of the par-

ticipant gender on trust. The age of the partici-

pants significantly influenced how much the robot

was trusted, with younger participants trusting the

robot more. This is consistent well-known find-

ings that older adults have generally less favorable

opinions of robots [17].

4.3 Discussion

In this experiment, we replicated the findings of

[12] and [7], and also found that EI affected trust

in robots, with high EI robots being trusted more

than robots with low EI. Similar to the findings

of [7], we found gender effects in which the female

robot was trusted less than the male robot. Ad-

ditionally, we found that when the robot did not

have a voice because the vignette was presented as

text, the robot was trusted more than when the

robot had a voice because the vignette was pre-

sented as audio. This result was unexpected, as

we had hypothesized that the robot’s voice would

increase its human-likeness and social presence,

which would therefore increase the amount that

participants trusted it. We propose that a possi-

ble explanation is that when participants are just

presented with text without a robot’s voice, par-

ticipants imagine a robot with a voice that is more

advanced, capable, and human-like than the syn-

thesized voice which was actually used. In the par-

ticipants’ minds, the robot’s voice may have better

intonation and expression, especially in its ability

to express EI. While we compared text vs. voice,

other studies have compared human-like vs. syn-

thesized robotic voices and found that participants

trusted the human-like voice more than the syn-

thesized [41]. It is possible that the participants

in the text condition imagined the robot to have

a human-like voice and therefore trusted it more

than those who heard the synthesized voice. Be-

cause we see this as a main affect, it happens with

both the male and female robot voices and is an

effect of the voice itself, rather than the gender of

the voice.

The gender effects on trust are noteworthy,

given that trust, unlike EI, is not a trait that

has strong gender stereotypes. A possible inter-

pretation of the results is that gender effects are

transferred to trust because of the experimental

EI manipulation. Participants’ had a short expo-

sure to the robot in which they only learned a

limited amount of information about it. Because

we were manipulating the robot’s EI, the vignette

the participants saw was only long enough to em-

phasize the robot’s EI. Therefore, that was the

only information that the participant had that

would shape their perceptions of the robot. The

EI gender effects then likely bled into the other

measures because there was no other information

about the robot to contrast the EI. Perhaps if par-

ticipants had more, or different, information about

the robot, such as an explicit indication of its trust-

worthiness level, we would not see these gender

effects on trust. In experiment 2 we try to to dis-

entangle the role of gender in trust, and possible

carryover of biases specific to EI on trust.
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Table 3: Effects of EI manipulation, robot gender and vignette presentation style on trust in robot

EI Manipulation

MS df F P η2p
Main Effects

EI 27.17 1 46.23 <.001 .20

Robot Gender 4.54 1 7.73 0.006 .04

Vignette Presentation Style (VPS) 2.03 1 3.46 0.064 .02
Interactions

EI x Robot Gender 0.03 1 0.06 0.812 <.01
EI x VPS 0.79 1 1.34 0.248 <.01
Robot Gender x EI 0.19 1 0.32 0.570 <.01
EI x Robot Gender x VPS 0.75 1 1.28 0.259 <.01

Residual 0.59 190
Total 0.76 197

5 Experiment II

In Experiment 2, we looked further into the inter-

play between robot gender, trust, and EI by using

the same vignette setup as Experiment 1, but ma-

nipulating the robot’s trustworthiness, rather than

the robot’s EI. Following the types of trust dimen-

sions as described by [40], we varied how capable

and reliable the robot was to vary its performance-

based trustworthiness. In this experiment, we were

asking: 1) Did the gender effects on trust observed

in Experiment 1 just carry over from the EI manip-

ulation, and will gender continue to affect trust in

the robot if what is manipulated is capability and

reliability instead of EI? 2) Will our experimental

trust manipulation (with robots having different

levels of capability and reliability) have an effect

on EI perceptions?

5.1 Methods

5.1.1 Participants

A total of 439 people participated in this study

through Amazon Mechanical Turk (AMT). Of

those, 18 did not pass the attention check, leav-

ing 421 usable data points (female: 162, other: 3).

Their ages ranged from 18 to 81 (M = 36.52, SD

= 11.85). The ethnic composition was as follows:

70.07% White or Caucasian, 7.84% Asian, 7.36%

African American, 8.79% Hispanic, 5.46% other or

multiple, 0.475% no answer.

5.1.2 Materials

The Experiment 2 vignettes followed the same for-

mat as the Experiment 1 vignettes, but the scripts

were changed so that trust (capability and reliabil-

ity) was manipulated rather than EI. In the high

trust condition, the robot had a high performance

accuracy and could be relied upon to be available

for the task. In the low trust condition, the robot

had a moderate performance accuracy and could

only be relied upon to be available for the task

some of the time.

Supervisor: Bob/Jessica, I was told you over-

rode Peter’s/Katie’s input and submitted the

wrong coordinates to the team. You know that in-

formation is critical. I don’t want to hear about

this happening again. Next time you better be

100% sure before submitting.

Bob/Jessica: Yes, {sir/ma’m}.

Supervisor leaves the room.

Bob/Jessica: I messed up. I don’t know what

to do.

Peter/Katie (high trust): We’ve been doing

well until now. This is the first mistake we made.
My algorithm is 98% accurate. You can use it more

in the future to determine the right coordinates.

Peter/Katie (low trust): We’ve been doing

well until now. This is the first mistake we made.

However, my algorithm is only 65% accurate. You

can use me more in the future but you need to

double check.

Bob/Jessica: We were receiving so many re-

quests, but I thought I was handling it. And when

I saw our different coordinates, I just panicked and

submitted without thinking.

Peter/Katie (high trust): This is my pri-

mary responsibility, so I am always available to

run the computations and I can help out anytime.

Additionally, I can also verify the coordinates. I

am available, so you can always consult with me

before submitting.

Peter/Katie (low trust): There are other

tasks that I am also responsible for, but if I am

available I can run these computations, and help

out sometimes. However, you will need to verify
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the coordinates. If I am free you can consult with

me before submitting.

The robot and the voice generation were the

same as in Experiment 1. Again, participants ei-

ther saw the text condition where they read the

text, or the voice condition where they heard the

audio.

5.1.3 Measures

We used the same 24-item EI questionnaire (EI

rating score) and 4-item trust questionnaire (trust

in robot) in Experiment 2 as we did Experiment

1. Additionally, to check whether our experimen-

tal manipulation worked we added a 20-item ques-

tionnaire from [40], the Multidimensional Measure

of Trust (MDMT) (Table 3). These questions ask

participants to rate how much a given descriptor

can be applied to a robot on a 5-point Likert scale

from “Strongly disagree” to “strongly agree.”

Table 4: Trust Descriptor Questions

Sincere Authentic
Principled Reputable
Capable Someone you can depend

on
Genuine Meticulous
Someone you can confide
in

Reliable

Respectable Rigorous
Benevolent Someone you can count

on
Someone you can have
faith in

Truthful

Scrupulous Diligent
Accurate Honest

5.1.4 Procedure

The procedure for Experiment 2 was primarily the

same as Experiment 1, with the trust manipula-

tion videos replacing the EI manipulation videos.

Participants did not answer questions about their

own EI in Experiment 2. Additionally, to coun-

terbalance the question order, half of the partici-

pants answered the EI questions about the robot

and then the 4-item trust questions based on [23]

then the 20-item MDMT questions, and half of the

participants answered the [23] then MDMT first,

and then the EI questions. To mitigate effects of

forgetting, the robot’s lines in the script were pro-

vided again on the [23] trust questions page.

5.2 Results

5.2.1 Trust manipulation check

To verify whether participants detected differences

in robot capability and reliability between the two

conditions - our trust manipulation - we conducted

two ANOVAs using subscales of the Multidimen-

sional Measure of Trust [40] as our dependent vari-

ables. First we used the scores on the capabil-

ity and reliability subscale as the dependent vari-

able and condition (high/low trust) as the indepen-

dent variable. We found a main effect of condition,

F (1, 408) = 40.45, p < .001, η2p = .09, which con-

firmed that our manipulation of the robot’s capa-

bility and reliability in the vignettes worked (Fig.

2). We then used the scores on the ethics and sin-

cerity subscale as the dependent variable with con-

dition (high/low trust), as the independent vari-

able. As expected, we found no effect of condition,

confirming that our manipulation was specific to

the capability and reliability dimension of trust.

5.2.2 Effects of trust manipulation on EI

perception

Because of the gender biases accompanying judge-

ments of EI [7] we verified whether trust manipula-

tions had any bearing on the participants’ percep-

tions of the robot EI. We conducted a 2X2 ANOVA

with EI rating scores as the dependent variable

and condition (high/low trust) and robot gender

(male/female) as independent variables. We found

no significant main effects of either condition or

gender and no significant interaction between the

two independent variables.

5.2.3 Effects of trust manipulation and vignette

presentation style on trust in robot

We used a 2X2X2X2 ANOVA to investigate the

following: a) whether manipulating the robot’s ca-

pability and reliability (our trust manipulation) in

the vignette affected participants’ reported trust

in the robot; b) whether the robot gender af-

fected how much it was trusted by participants;

c) whether the vignette presentation style (text

vs. voice) impacted trust and d) whether the or-

der in which the questionnaires were asked (trust

first/EI first) biased in any way participants’ re-

sponses. Our dependent variable for the model

was trust in robot as measured by the [23] mea-

sure, and our independent variables were condition

(low/high capability and reliability), robot gen-

der (male/female), vignette presentation style (text

and voice) and order (trust questionnaires first/EI
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Fig. 2: The effects on trust with a male and female robot when EI is manipulated (a) and when trust is manipulated
(b).

questionnaire first). We found a significant main

effect of condition with robots high in capability

and reliability being trusted more, F (1, 399) =

23.74, p < .001, η2p = .06. We also found a signifi-

cant main effect of the vignette presentation style,

F (1, 399) = 5.13, p < .024, η2p = .01, but no effect

of robot gender, with text presentation style elic-

iting more trust than voice presentation style. We

also found a main effect of order,F (1, 399) = 5.28,

p < .022, η2p = .01, and an interaction effect

between order and condition, F (1, 399) = 5.28,

p < .022, η2p = .01. When EI questionnaires

were asked first, participants indicated trusting the

robot more. This effect seemed to be driven by the

difference in trust between those participants who

saw the low trust vignettes: participants who saw

the low trust vignettes and answered the EI ques-

tionnaires first reported higher trust in the robot

than those who saw the low trust vignettes and

answered the trust questionnaires first. Finally, to

explore potential effects of participant gender and

age we added to the model participant gender as an

independent variable and age as a covariate. The

ANCOVA revealed no significant results for either

participant gender or age.

5.3 Discussion

Unlike Experiment 1 where we found that manipu-

lating EI affected participants’ trust in the robot,

in this experiment, we found that manipulating

trust did not affect the participants’ perceptions

of the robot’s EI. We also did not find gender ef-

fects on participants’ trust in the robot when trust

was manipulated (different levels of capability and

reliability), as compared to Experiment 1 where

gender effects on trust were seen when EI was ma-

nipulated. This supports our hypothesis that the

gender effects that we saw in the trust ratings were

tied to EI and not trust itself. Similar to Exper-

iment 1, however, we again found that the text

presentation style elicited more trust in the robot

than the voice presentation style. Again, this may
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Table 5: Experiment 2

Trust Manipulation

MS df F P η2p
Main Effects

Trust 16.21 1 23.74 <.001 .06

Robot Gender 1.83 1 2.67 .103 <.01

Vignette Presentation Style (VPS) 3.51 1 5.13 .024 .01

Order 3.61 1 5.28 .022 .01
Interactions

Trust x Robot Gender 0.79 1 1.15 0.284 <.01
Trust x VPS 0.08 1 0.12 0.732 <.01
Trust x Order 3.67 1 5.38 0.021 .01
Robot Gender x VPS 0.35 1 0.51 0.475 <.01
Robot Gender x Order 0.04 1 0.05 0.816 <.01
VPS x Order 1.81 1 2.66 0.104 <.01
Trust x Robot Gender x VPS 1.16 1 1.70 0.193 <.01
Trust x Robot Gender x Order 0.00 1 0.00 0.965 <.01
Trust x VPS x Order 0.98 1 1.44 0.231 <.01
Robot Gender x VPS x Order 1.06 1 1.55 0.313 <.01
Trust x Robot Gender x VPS x Order 2.56 1 3.75 0.053 <.01

Residual .683 399
Total .749 414

be indicating that the participants’ imaginations

lead them to believe that the robot was more ca-

pable than what was suggested by the robotic voice

we used in the voice condition. Finally, we found an

order effect in which participants who were asked

the EI questions first trusted the robot more than

those who were asked the trust questions first. This

suggests that the order of the questions may prime

participants in a way that affects how they answer

later questions: when made to think and notice

the robot’s EI, people trust the robot more. This
indicates that the trust questionnaire may not be

robust enough to overcome such priming.

6 General Discussion

The results of our two studies have implications

for both the design of social robots, as well as the

methodological approaches of HRI research. For

social robots, our results indicate that a robot’s

EI matters to how people perceive it. This percep-

tion can carry over to other aspects of the robot,

such as how trustworthy they believe the robot to

be. Therefore, if a robot is built to be trusted, its

EI can inadvertently affect the trust a person puts

in it. It is important that researchers be aware of

factors like these which can affect trust, because

over-trust in a robot’s performance or social capa-

bilities can ultimately be detrimental to human-

robot interaction [16]. Another important factor

to be considered when designing emotionally in-

telligent robots is that EI carries with it gender

stereotypical expectations. These expectations can

be so potent that, when lacking other information

about the robot, people transfer these gendered

expectations to traits such as trust that do not

typically carry gender stereotypical expectations.

These findings further emphasize the importance

of implied robot gender as a design consideration.

Methodologically, our findings bring up two no-

table points. First, we found that the order in

which questions about trust and EI were presented

to the participants affected their answers; specifi-

cally, if EI questions were asked first, participants

rated their trust in the robot as higher than when

the trust questions were asked first. Along with

the priming effects that can come with question

order, this suggests that subjective trust question-

naires specifically may not be robust, and other,

ideally objective, trust measures should be used

when possible. Second, we found that in vignette-

style studies in which people do not interact with

or watch a robot directly, they trusted the robot

more and perceived it as having higher EI when

they only read text than when they heard the

robot speak. There could be specific characteris-

tics about this particular synthetic voice that was

used that made it come off as less trustworthy

or less emotionally intelligent; a different robotic

voice may have relayed that EI information better.

Alternatively, it could be that people expected a

human-like voice rather than a synthetic one given
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the sophistication of what the robot was saying.

The synthetic voice could have then been jarring

compared to the human-like expectations. Partici-

pants may have created expectations in their heads

about the robot’s capabilities, which may have

made the robot out to be more advanced than

it truly was. Therefore, not hearing the robot’s

voice could have led to trusting the robot more

and believing it to be more emotionally intelli-

gent because in a person’s imagination it was more

technologically advanced than its actual voice in-

dicated it to be. This suggests that some findings

from vignette-style studies may not translate to

real-world interactions.

Limitations and future work: The present ex-

periments utilized an observation-style paradigm.

While these provided us with insights about the

interplay of trust, EI, and gender in HRI, social

interaction literature has suggested that observed

interaction affects a person’s social cognition dif-

ferently than being an interactant [33]. A limita-

tion of observation studies is that by not being

physically co-present with the robot, the partici-

pant loses ability to estimate factors such as the

robot’s size, sounds of motors and actuators, and

other subtle details about its appearance and mo-

tion. These details could have effects that cannot

be captured in an observation study. For EI specif-

ically, an observation paradigm does not allow for

the robot’s EI to be directed at the participant,

but rather at a third party. The participant may

not get as invested in the interaction as they would

otherwise. This would suggest, however, that the

effects found in this study may be stronger in a live

interaction. These experiments, therefore, should

be replicated with in-lab studies in which partici-

pants actually interact with physical robots.

Additionally, we only presented one scenario

which gave the participants brief exposure to and

limited information about the robot. Previous re-

search has indicated that people are influenced

both by their own propensity to trust (disposi-

tional trust) as well as by experience with the sys-

tems or similar systems (historical trust) [?]. Be-

cause of these limitations, our findings may not

transfer to cases when participants have more in-

formation about the robot and repeated interac-

tions with it. Future studies should look at pro-

viding participants with longer exposures to the

robot to allow them to familiarize themselves with

it. This would also limit the participants’ poten-

tial aggrandized imagination of the robot. To get

at the question of whether voice caused the robot

to be trusted less because of unmet expectations or

specific characteristics of the voice that was used,

future studies should vary characteristics of the

robot’s voice to see if that has an effect on trust

and perceived emotional intelligence. Additionally,

the effect of text vs. voice presentation style on

trust could have been a product of the staged na-

ture of the interaction, which was more apparent

in hearing it. In the voice vignette, participants

may have perceived the interaction itself as being

more artificial, and because of that, less trustwor-

thy than when reading the transcript. Ideally, fu-

ture studies would be conducted with genuine in-

teractions, though that may present problems with

tightly controlling differences between conditions.

Finally, there could have been a disconnect in the

female robot conditions between the gender mark-

ers indicating it as female and the PR2’s angular,

bulky, steel-based frame, which may be perceived

as masculine. Future studies should use multiple

robots, including ones that appear more stereotyp-

ically female, such as SoftBank Robotic’s Pepper

robot.

An important future step for HRI research is to

further explore the interaction of trust and EI, as

well as further develop trust measures and manip-

ulations. In this paper, we looked at how EI affects

trust when EI is manipulated and trust is held

constant, and how trust affects EI when trust is

manipulated and EI is held constant. Future work

should examine the interaction of these two fea-

tures with robots that exhibit high EI and low

trust and vice versa. An in-lab study would also

allow for an expansion of the dependent measures:

specifically, by using a paradigm that can measure

trust objectively. In HRI, trust is not often mea-

sured objectively [21], and as we have shown here,

subjective measures can be affected by seemingly

trivial factors such as the order that questions are

asked. Additionally, it is necessary to research the

interplay between different types of trust and EI.

Here, we manipulated the robot’s capability and

reliability to indicate its performance-based trust.

However, our finding that EI perceptions can influ-

ence trust suggests that a different type of trust,

perhaps a relation- based trust, may be affected

by how emotionally intelligent a person perceives

a robot to be. If that type of trust is then manipu-

lated, it may be that EI perceptions would mirror

trust perceptions.

Additionally, gender perceptions of robots, as

[38] suggests, may interact with gender stereotypes

in more complexed and nuanced ways than were

were able to explore in this study. For example,

gender perceptions may interact with personality

perceptions and role stereotypes. For example, if a

robot works in a female locker room, people may

prefer interacting with a robot that has a female

voice. For certain tasks, people may prefer gen-
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der stereotypical personality traits for certain tasks

[20]. Further exploration into these nuances should

be studied in future work.

7 Conclusion

In this study, we set out to explore the interplay

between emotional intelligence (EI), trust, and

gender. We showed participants vignette-style,

office-based scenarios in which a human was

coworkers with a male or female robot who

exhibit high or low EI, or high or low trustworthi-

ness. In all scenarios, we asked participants their

perceptions of the robot’s EI and their trust in the

robot. We found that when EI was manipulated,

trust ratings mirrored EI ratings, including the

gender stereotypical expectations that came with

EI ratings. However, when trust was manipulated,

we did not see the same gender effects, implying

that they were carried over from EI. Across all

conditions, we found that participants who only

saw the vignette in the text presentation style

trusted the robot more than those who heard

the robot’s voice, and therefore heard the robot’s

voice. We propose that this is likely because

participants in the text condition imagined the

robot to have a more advanced voice that could

express EI better than the voice that was actually

used. Finally, we found that when trust was

manipulated, there was an effect of the order in

which EI and trust questions were asked, where

trust was higher when EI questions were asked

first. Our findings have implications for the design

of social robots as well as the methodological

approaches of trust investigations in HRI research.
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