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Abstract As robots begin to occupy our social

spaces, touch will increasingly become part of

human-robot interactions. This paper examines

the impact of observing a robot touch a human

on trust in that robot. In three online studies, ob-

servers watched short videos of human-robot inter-

actions and provided a series of judgments about

the robot, which either did or did not touch the hu-

man on the shoulder. Trust was measured using a

recently introduced multi-dimensional instrument,

which assesses people’s trust in a robot as being

capable, reliable, sincere, and/or ethical. The first

study showed that observed robot touch increased

overall trust in the robot, especially for the sin-

cere and ethical trust aspects, and led people to

perceive the robot as more comforting, but also

more inappropriate. A second study replicated the

general pattern, even with a handshake preceding

the touch; but in the context of the handshake

the touch was seen as more inappropriate. A third

study examined the joint impact of a handshake,

touch, and information about the robot’s designed

function. In the context of such information, ob-

served touch was seen as even more inappropriate,

which in turn decreased trust.
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1 Introduction

As robots expand into the human social world,

previous physical barriers such as safety cages

have disappeared. As a result, people are able

to touch robots and robots may touch people—

accidentally, or even intentionally. Because human-

human touch can have nuanced, even charged

meanings, it is important to understand how peo-

ple react to robots occupying roles in which they

might initiate touch. Tactile HRI has already be-

gun to be established with therapy robots such as

Paro, which thus far have yielded promising results

for elevating people’s mood and alleviating stress

[42] (for a recent review, see [24]. However, less

research is available on how robot-initiated touch

may affect people. For the healthcare domain in

particular, robot-initiated touch will be common

and necessary—such as when robots take vitals,

perform physical therapy, or help people out of

bed. Beyond the tactile feeling of being touched,

people’s psychological reactions to a robot’s touch

may vary by the person’s gender, the robot’s per-

ceived gender, the person’s social status, the set-

ting of the touch, and many other complicating

factors that have been examined in the human-

human touch literature [18].

Before even interacting with a robot that could

initiate touch, a person often has the opportunity

to observe how the robot interacts with others.

This situation happens regularly in everyday life:

We observe a person interacting with someone else,

and that interaction influences how we perceive

the person before we meet them ourselves. While

impressions of an agent can carry over from ob-

servation to interaction, they are not guaranteed

to match. For example, Torrey et al. [51] asked

people to watch a video of a robot giving instruc-

tions to a human, and people rated a robot that
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gave indirect hedged commands as more likeable

than a robot that gave direct commands. However,

when researchers attempted to replicate these re-

sults with both an observation-based study and an

in-person study [50], they found that, while people

preferred the indirect robot in the observational

paradigm, they preferred the direct robot in the

in-person interaction. In human neurophysiology,

too, despite previous suggestions that merely ob-

serving human action can activate the somatosen-

sory cortex (hence produce an analogous experi-

ence of touch) [6], recent studies have questioned

this claim [10]. Thus, even though observation and

experience of touch share important similarities,

they are distinct; especially in the case of robot

touch, observational paradigms and in-person in-

teraction paradigms present separate but compli-

mentary perspectives.

Among the core responses to social robots,

trust has received increasing attention of late. Pre-

viously robots had been studied primarily as be-

ing more or less reliable machines‘[21], but their

increasing presence in social contexts and their

social-interactive capacities make them inevitable

targets of the more relational aspects of trust [29,

33]. Given the potentially relational meaning peo-

ple impose on robot-initiated touch, the aim of this

paper is to explore how observing robot-initiated

touch affects how much a human observer trusts

the robot. We conducted three online studies that

relied on an observation-style paradigm. These

studies begin to document how perceived robot be-

havior affects a person’s impressions of the robot

prior to ever interacting with it. We do not claim

that these findings straightforwardly generalize to

human perceptions during or after interacting with

a robot. But the inferences people draw from mere

observation are already so complex as to warrant

systematic investigation.

We begin with a brief overview of touch in the

human-human interaction literature, then review

touch in the human-robot interaction literature,

and finally trust in the human-robot interaction

literature. We then outline the hypotheses and

report on Experiment I. The findings of Experi-

ment I informed the methodology of Experiment

II, which, in turn, guided the methodology of Ex-

periment III. We close with general insights gained

from these experiments and point to limitations

and future directions.

2 Background and Related Work

2.1 Touch

2.1.1 Human-Human Interaction

In the human-human interaction literature, touch

is widely seen as having positive, pro-social effects.

A small touch to the shoulder or hand has been

found to increase restaurant tipping [13], shopper

compliance [23], and having favorable impressions

of people [15,16]. This phenomenon has been re-

ferred to as the Midas Touch [13]. However, the

meaning of touch is delicate, and complicated by

a number of factors. Which parts of the body are

permitted to be touched depends on the toucher’s

and recipient’s gender, their relationship, and re-

ligious affiliations [27]. Different settings can re-

sult in different meanings of touch [26], and acts

of touching have both explicit and implicit mean-

ings [5]. Touch is also a type of interaction that

is particularly sensitive to individual differences.

While some people react very positively to touch,

others naturally avoid touch and react negatively

[1].

2.1.2 Human-Robot Interaction

Touch in HRI is an under-explored field. Much

of the early work focused on observation stud-

ies exploring how different populations naturally

touched robots [46,45,44]. Subsequent experimen-

tal studies documented beneficial results when

people initiate touch with a robot. In fact, par-

ticipants preferred to touch a robot over being

touched by it [20], and when they do touch a robot,

people convey emotions to the robot in a similar

manner as they do to humans [2]. In a study in

which participants watched a movie with a Pleo

robot, participants perceived their friendship with

the robot and their own emotional stability as

higher when they touched the robot during the

movie [38]. Another study, however, found no dif-

ference in participant’s perceived stress levels as a

function of touching the robot [7].

Studies in which robots initiate touch show

mixed results. In one study [11], participants acted

out a healthcare scenario in which a robot nurse

performed a comforting or instrumental touch on

the participant’s arm, and either did or did not

give a verbal warning that the touch was about

to happen. Participants most preferred the instru-

mental touch with no warning condition and gen-

erally found the instrumental touch to be more en-

joyable and necessary than the comforting touch.

Research has also shown that active robot touch,
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such as when a robot strokes a person’s hand

while they complete a monotonous task, led peo-

ple to continue working on the task longer [47,34].

By contrast, other researchers found no impact of

a robot holding participants’ hands while watch-

ing a scary movie [55]. A hug from a large robot

teddy bear encouraged pro-social behavior in peo-

ple, such as donating more money to charity [48].

However, another study did not find that robot-

initiated touch increased pro-social behaviors, but

it did lower physiological stress and strengthened

the perceived human-robot bond, whether or not

a social bond had previously been established [56].

One study found that touch increased positive

evaluations of the robot [3], but these results were

complicated by differences due to participant gen-

der. A set of unpublished studies found numerous

moderators of perceived acceptance of a robot’s

touch, including human attitudes, robot appear-

ance, type of touch, and more [22]. In many pre-

vious studies [11,20,34,47,48], the robot first asks

for permission or offers some other verbal cue be-

fore initiating touch. In everyday life, touch is

more likely to occur spontaneously without a ver-

bal warning, so in our studies we focused on this

form of touch.

2.2 Trust

Trust involves an agent being willing to be vul-

nerable to the actions of another in a situation

marked by uncertainty [30]. Any human-robot in-

teraction, therefore, raises questions of trust. Hu-

man trust in robots can be divided into two
categories—performance-based trust, in which the

human trusts that the robot is capable of complet-

ing a task, and relational or moral trust, in which

the human trusts that the robot has knowledge of

social norms [29,33]. Both of these types of trust

may be affected by a robot touching a human: Peo-

ple need to trust that the robot is physically capa-

ble of not harming them and that it understands

when it is socially appropriate to initiate touch.

At least in humans, touch can indicate trust be-

tween two agents. Findings show that photographs

of two people who touch each other convey more

receptivity and trust to a viewer than correspond-

ing photographs without touch [9].

Few studies have looked at the effects of touch

on trust in HRI. In one study [17], researchers at-

tempted to replicate the Midas Touch effect seen

in human-human interaction [13] by having par-

ticipants play a behavioral economics game with

a robot while wearing an EEG net. In the game,

the robot would make unfair monetary offers to

the participant and either stroke the participant’s

hand as it made the offer or not. The researchers

found that when the robot stroked the person’s

hand, people’s feelings of unfairness were inhibited

at the level of EEG activity. However, behaviorally,

there was no difference between the touch and

no touch conditions: People accepted or rejected

the robots offers at equal rates. Other researchers

found that participants who themselves touched

an android robot’s arm during an economic bar-

gaining game showed behavioral decisions that re-

flected more trust in the robot [14]. Likewise, peo-

ple who watched a horror film clip while holding a

robot’s warm hand increased feelings of friendship

and trust toward the robot [36].

In this article, we operationalize trust using the

Multidimensional Measure of Trust (MDMT), a re-

cently developed brief trust questionnaire in which

participants rate how much they feel that a robot

has certain properties of trustworthiness [53,52].

Critically, the MDMT separately measures perfor-

mance aspects of trust (subscales of Capable and

Reliable) as well as moral aspects of trust (sub-

scales of Sincere and Ethical) [54,33]. Ascribing

moral trustworthiness to an agent may be partic-

ularly relevant when examining an observer’s im-

pression of the agent’s touch. In our studies, we ex-

amine both overall trust levels (average across all

subscales) as well as the two components of perfor-

mance trust (Capable & Reliable) and moral trust

(Sincere & Ethical).

3 The Current Experiments

In Experiment I, we examined how participants’

trust in a robot is affected by observing the robot

touch another person on the shoulder during a

brief video-recorded interaction. However, previ-

ous research suggested that a robot’s attitude and

the human actor’s gender can influence partici-

pants’ impressions of a human-robot interaction

[3,22]. To explore these potential moderators and

increase generalizability we therefore varied the

robot’s attitude and the human’s gender. We also

varied the robot’s “gender” as this variable has

been shown to exert a significant influence on

people’s perceptions [28,37,43] and might interact

with the human’s gender. To indicate robot gen-

der, we varied the robot’s voice. Synthetic voices

have been shown to powerfully influence gender

perceptions, with males and females trusting male

and female synthetic voices differently [35]. Gen-

dered robot voices have also been shown to influ-

ence human behavior in human-robot interaction

[40,43,12], as well as perceptions of robot trustwor-
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thiness [28]. We hypothesized that observed touch

will result in perceptions of the robot being com-

forting (the conventional interpretation of such a

gesture) and increase trust, though we expected

moderation of this effect by different gender com-

binations of robot and human (e.g., participants

may see a male robot touching a female human

actor to be less appropriate).

In Experiment II, we explored whether the

same observed shoulder touch would continue to

affect observers’ trust in the robot when the touch

is displayed in the context of a previously estab-

lished social connection between the robot and the

human actor. To examined this question, we pre-

sented an image of the human and robot shaking

hands before the video began and varied whether

the video displayed robot touch or not. Shaking

a robot’s hand has been shown to increase over-

all favorable ratings of a robot [4] and, among hu-

mans, a handshake tends to have positive effects on

trust [9,31]. We therefore expected that the hand-

shake would set a positive baseline for trust in the

robot and examined whether the shoulder touch

would make an additional contribution to trust or

even mitigate some negative perceptions we had

seen in Experiment I.

In Experiment III, we examined the impact

of the shoulder touch relative to another con-

text factor: whether the robot was designed to

be customer-focused or performance-focused. Par-

ticipants either did or did not see the handshake

photo, did or did not see the shoulder touch in

the video, and were told either nothing about

the robot’s design or that it was designed to be

customer-focused or performance-focused. We thus

wanted to test again the patterns of findings in Ex-

periments I and II and examine whether additional

information about the robot’s function moderates

the interpretation of touch and its impact on trust.

An exploratory question was whether a customer-

focused role has differential impact on moral trust

and a performance-focused role has differential im-

pact on performance trust.

All study procedures were approved by our in-

stitution’s IRB (Protocol #1609030).

4 Experiment I

4.1 Methods

4.1.1 Participants

We planned to recruit 600 participants, 25 in each

cell of the 2 (Touch/No Touch) x 3 (Positive/ Neu-

tral/ Negative Attitude) x 2 (Male/Female Robot)

x 2 (Male/Female Actor) design. After eliminating

empty or incomplete records, a total of 587 people

remained in the sample (with 23 to 25 participants

per cell). We recruited participants through Ama-

zon Mechanical Turk (AMT). Self-reported gender

was 260 female, 325 male, 2 no answer. Their ages

ranged from 19 to 73 (M = 35.6, SD = 10.46).

The ethnic composition was: 73.5% White or Cau-

casian, 10.2% African American, 7.04% Hispanic,

6.1% Asian, 1.4% American Indian or Alaska Na-

tive, 0.3% Native Hawaiian or Pacific Islander,

1.3% Other or Prefer Not to Answer.

4.1.2 Materials

All experiments reported here presented partici-

pants a video of a brief human-robot interaction

in which, by random assignment, the robot either

touched a human on the should or not. We chose a

video over photographs to increase the natural dy-

namics of interaction while maintaining full stimu-

lus control. As the touch manipulation, we selected

a shoulder touch for two reasons. Previous research

found that people perceive a person’s shoulder to

be an acceptable body part for a robot to touch

[22], and we assumed that a shoulder touch allows

for a relational interpretation that can affect per-

ceptions of trustworthiness.

The video opened with the human standing at

a computer screen and the robot (a Willow Garage

PR2) standing on the left side of the human, an-

gled so that it was facing both the human and the

screen (Fig. 1). As the human entered informa-

tion on the computer, the robot uttered phrases

like “alright” and “okay”. After a few seconds, the

computer screen went dark, and the human turned

to look at the robot. The robot responded with an

utterance based on the Attitude condition. While

speaking, it performed a behavior depending on

the Touch condition: It either touched the human

on the back of the shoulder with its right hand

while gesturing to the keyboard with its left hand,

or it solely gestured to the keyboard with its left

hand. If the robot touched the human’s shoulder,

its hand stayed there for about 1.5 seconds be-

fore returning to its side. We chose the durations

of each phase of the video so as to make the se-

quence seem natural and realistic, using the judg-

ments of about a dozen members of our research

groups. The robot then told the human how to

fix the error. The human did what the robot said

and continued to enter information into the com-

puter for a few seconds before the video faded out.

Each video lasted approximately 20 seconds—long

enough to set a realistic context for the key actions

but short enough to maintain participants’ atten-
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tion and make the touch sufficiently noticeable.

The manipulated and measured between-subject

factors were as follows:

– Touch: after the computer crashed, the robot

either did or did not touch the back of the hu-

man’s shoulder.

– Attitude: when the computer crashed, the

robot responded in one of the three ways:

– Positive: “You did not do anything wrong.

Leave it to me. Press escape twice.”

– Neutral : “What could have gone wrong. Let

me see. Press escape twice.”

– Negative: “What have you done wrong. Lis-

ten to me. Press escape twice.”

– Robot Gender: the robot spoke with either a

male voice or a female voice. The voices were

created with the MaryTTS online platform us-

ing the “cmu-slt-hsmm en US [female/male]

hmm” options.

– Human Actor Gender: the human at the

computer was either male or female.

Fig. 1 (a) Male Human, No Touch condition. (b) Fe-
male Human, Touch condition.

4.1.3 Measures

Trust. To assess participants’ trust in the robot,

we used the Multidimensional Measure of Trust

(MDMT) [53,33], which asks participants to rate,

on 0-7 point scales, how well 16 descriptors apply

to the robot. These words fall into four groups,

based on validation studies [54], and form four sub-

scales: Reliable, Capable, Sincere, and Ethical (see

Figure 2 for individual items in each subscale). The

initial version [53] showed reliability (Cronbach’s

alpha) values of .72 to .88; a revised version, used

here, found reliabilities of 0.79 to 0.92 [54]. This

study also showed that at least the combined pairs

of Reliable & Capable and Ethical & Sincere are re-

sponsive to relevant manipulations of information

about robot behavior. To address the limited vali-

dation so far, the authors have made the measure

publicly available on their website and encourage

other researchers to use it and help compile the

findings into a multi-researcher validation project.

Behavior impressions. A brief look into various

body language internet resources suggests that a

shoulder touch is typically nonsexual but can still

be interpreted in various ways [8]. To explore peo-

ple’s interpretations of a robot touching a human,

we presented six adjectives: comforting, measured,

surprising, odd, inappropriate, and creepy. Several

of these adjectives reflected spontaneous descrip-

tions that participants gave to a free-response item

in a pilot study; the word measured was added

to make the set contain three positive and three

negative items. Participants used 0-7 point rating

scales to express how well each of these adjectives

described the robot.

Fig. 2 Multi-dimensional trust as assessed by the
MDMT, with its four dimensions (subscales) of trust
and the four words used to assess each dimension.

4.1.4 Procedure

Participants were recruited from Amazon Mechan-

ical Turk for an online study. After providing in-

formed consent, participants were told that they

would be watching a few short videos of a variety

of human-robot interactions in order to study peo-

ple’s impressions of robots. All participants first

watched a warm-up video, in which a person con-

trols a robotic wheelchair. They then answered a

series of questions about their impressions of the

robotic wheelchair. After the wheelchair questions,

participants watched one of the 24 videos, cor-

responding to their randomly assigned condition.

They were not allowed to skip, pause, or rewatch

the video. After the video ended, they completed

the MDMT trust scales, prompted with the phrase

“Please consider the following descriptors and in-

dicate how well they apply to the robot:” There-

after, they answered questions about the robot’s

mental capacities (not reported here). Next they

were asked to “please tell us about a few more

impressions you had of the robot: How did the

robot’s behavior seem to you?”, which was followed

by the six behavior impression questions. Finally,

participants answered a manipulation check ques-

tion and provided demographic information. The

manipulation check asked if the participant saw

the robot touch the person; response options were
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“yes”, “no”, or “maybe”. Participants who an-

swered this question incorrectly (“no” in the touch

condition or “yes” in the no-touch condition) were

excluded; participants who said “maybe” were in-

cluded. To minimize demand characteristics (invit-

ing people to say “yes”) the question about touch

was preceded by two seemingly similar questions:

whether participants saw the robot move forward

and whether they saw it make a gesture. Responses

to these questions were not analyzed.

4.2 Results

Forty-nine participants (8.2%) failed the ma-

nipulation check, leaving 538 for analysis. We

conducted between-subjects ANOVAs on the 2

(Touch/No Touch) x 3 (Positive/ Neutral/ Neg-

ative Attitude) x 2 (Male/Female Robot) x 2

(Male/Female Actor) design for each dependent

variable.

4.2.1 Trust

Analyzing overall trust, we found a significant

main effect of Touch F (1, 514) = 6.9, p = .009,

Cohen’s d = 0.23. Participants who saw the robot

touch the human (M = 4.63, SD = 1.43, n = 278)

trusted the robot more than those in the no-touch

condition (M = 4.30, SD = 1.47, n = 260). No

other effects were significant at p < .05.

For the Sincere & Ethical trust component

specifically, we again found the main effect of

Touch, F (1, 514) = 9.7, p = .002, d = 0.27.

Participants who saw the robot touch the human
(M = 4.40, SD = 1.62, n = 278) trusted the

robot more than those in the no-touch condition

(M = 3.96, SD = 1.64, n = 260). No other effects

in the tested design were significant.

For the Capable & Reliable trust compo-

nent, the Touch effect was in the expected direc-

tion but weaker (d = 0.16) and did not reach tra-

ditional significance, F (1, 514) = 3.2, p = .075. In

addition, a three-way interaction emerged between

Robot Gender, Actor Gender, and Robot Attitude

F (2, 514) = 4.0, p = .019, η2p = .015. However,

Tukey HSD post-hoc tests revealed no specific sig-

nificant comparisons.

4.2.2 Behavior Impressions

Correlations among the behavior descriptors sug-

gested a considerable affinity among Inappropri-

ate, Odd, and Creepy (rs > .60), with Surprising

somewhat related to them (rs = .19 to .41). Com-

forting and Measured each stood on their own.

Confirming these observations, a Principal Com-

ponent Analysis (PCA) with orthogonal rotation

yielded two components. The first combined Inap-

propriate, Odd, and Creepy, the second was pri-

marily constituted by Comforting, while Surpris-

ing loaded on both components and Measured on

neither. We, therefore, formed a composite of In-

appropriate, Odd, and Creepy and analyzed the

other three descriptors on their own.

For Comforting, a main effect of Touch

emerged, F (1, 514) = 38.3, p < .001, d = 0.54.

Participants who saw the robot touch the human

(M = 4.10, SD = 2.04, n = 278) rated the robot’s

behavior as more comforting than those in the

no-touch condition (M = 2.95, SD = 2.21, n =

260). There was also a main effect of Attitude,

F (2, 514) = 5.9, p = .003, d = .31. A Tukey

HSD posthoc test revealed that participants rated

the robot’s behavior as more comforting when

the robot displayed a positive attitude (M =

3.83, SD = 2.10, n = 185) or a neutral attitude

(M = 3.69, SD = 2.06, n = 181) as compared to a

negative attitude (M = 3.09, SD = 2.37, n = 172).

For the Inappropriateness composite, there

was a main effect of Touch F (1, 514) = 3.75,

p = .053, d = 0.17. Participants who saw the

robot touch the human rated the robot’s behav-

ior as more inappropriate (M = 2.82, SD =

1.96, n = 278) than those in the no-touch condi-

tion (M = 2.52, SD = 1.80, n = 260). There was

also a main effect of Attitude F (2, 514) = 7.83,

p < .001, d = .35. A Tukey HSD posthoc test re-

vealed that participants rated the robot’s behavior

as significantly more inappropriate when the robot

displayed a negative attitude (M = 3.13, SD =

1.97, n = 172) than when it displayed a neutral

(M = 2.49, SD = 1.84, n = 181) or positive atti-

tude (M = 2.42, SD = 1.79, n = 185).

For Measured, there was no effect of Touch,

d = 0.01. A three-way interaction emerged among

Touch, Robot gender, and Attitude, F (2, 514) =

4.71, p = .009, η2p = .017, but Tukey HSD posthoc

tests revealed no robust differences.

Finally, for Surprising, there was a significant

main effect of Touch F (1, 514) = 24.6, p < .001,

d = 0.43, with participants who saw the robot

touch the human finding the robot’s behavior more

surprising (M = 3.96, SD = 2.10, n = 278) than

those in the no-touch condition (M = 3.04, SD =

2.10, n = 260).

4.2.3 Multivariate Analyses

The experimental manipulation of touch had ef-

fects on trust and on several behavior impres-

sions, both positive ones (Comforting), negative
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ones (Inappropriate), and neutral ones (Surpris-

ing). We explored how these effects related to each

other. A plausible pattern is that the robot’s touch

affects people’s interpretations of the robot’s be-

havior (as more comforting but also more surpris-

ing and inappropriate), which, in turn, affect the

felt trust in the robot. We tested this model using

the JASP [25] mediation module. The initial effect

of Touch on overall trust was positive and signifi-

cant (unstandardized b = 0.32, z = 2.6, p = .009),

but seeing the robot as being comforting was a

significant mediator (b = 0.46, z = −5.86, p <

.001), eliminating the direct effect (b = −0.13, z =

−1.29, p = .199). This mediation pattern was

stronger for Sincere & Ethical than for Capable

& Reliable. Thus, while Touch has an effect on

interpretations of being comforting and being per-

ceived as comforting predicts trust, the touch ac-

tion makes no independent predictive contribution

to rated trust.

The other behavior impressions did not func-

tion as significant mediators between touch and

trust. However, the set of behavior impression vari-

ables (without the Touch manipulation) strongly

predicted trust in a multiple regression analysis,

R = .70, F (4, 533) = 127.4, p < .001. Over and

above Comforting (rsp = .38), we find significant

predictive contributions from Measured (rsp =

.31), the Inappropriate composite (rsp = −.24),

and Surprising (rsp = .11), all ts > 3.0, ps < .001.

4.3 Discussion

Observing a robot touch a human on the shoul-

der affected people’s impressions of the robot’s be-

havior and, in turn, their trust in the robot. The

MDMT trust component that focuses specifically

on social-relational and moral qualities (Sincere &

Ethical) was more sensitive to this influence than

the performance-focused trust component (Capa-

ble & Reliable). The impression that the robot’s

touch elicited came with an interesting tension be-

tween being perceived as comforting (the more im-

mediate meaning that such a gesture normally im-

plies) but also as somewhat odd and inappropriate.

We did not find robust trust effects due to

robot attitude or any interactions between robot

gender and human gender, as others have found

[3]. The expected effects of the robot’s attitude on

behavior impressions (comforting and the inappro-

priateness composite) are unsurprising but lend in-

ternal validity to the measures and manipulation.

In light of these results, our next experiment

explored how context affects people’s interpreta-

tion of the robot’s touch, and in turn their trust

in the robot. The tension between impressions of

the robot being comforting and inappropriate may

stem from the fact that there is no background

information on the robot’s and the human’s role,

or how the robot and human are socially con-

nected. In Experiment II, participants were, there-

fore, shown a picture of the human and robot shak-

ing hands before the main interaction video, which

then did or did not contain the touch. This pic-

ture was intended to establish a social connection

between the robot and the human, thus setting a

positive baseline for likability [4] and trust [9,31].

Having inferred a social connection from the hand-

shake and having developed a reasonably positive

impression from it, people may resolve the mixed

impression of the shoulder touch in favor of being

comforting and against being inappropriate.

Because of a clerical error we ran the touch/no-

touch conditions only with the handshake dis-

played in the beginning of the video, omitting the

no-handshake control condition. However, we con-

ducted a cross-experiment comparison between the

corresponding conditions of Experiment II with

those of Experiment I that had no handshake

photo, and we implemented a fully crossed design

in Experiment III.

5 Experiment II

5.1 Methods

5.1.1 Participants

A total of 60 people participated in this study

through Amazon Mechanical Turk (female: 15,

other: 1) Their ages ranged from 19 to 70 (M =

37.1, SD = 11.05). The ethnic composition was as

follows: 62.5% White or Caucasian, 18.8% Black

or African American, 9.4% Asian, 4.7%Hispanic,

1.6% American Indian or Alaska Native, 1.6% Na-

tive Hawaiian or Pacific Islander, 1.6% Other.

5.1.2 Procedure and Materials

The procedure was the same as in Experiment I.

However, in the introduction to the main video,

participants saw an image of the human and the

robot shaking hands (Fig. 3). Then they saw the

main video of the brief interaction showing a fe-

male human actor and a male robot with neutral

attitude. The neutral attitude version was cho-

sen because we wanted to work at the baseline

of impressions. Further, in the absence of robust

effects of human and robot gender in Experiment

I, any combination of the gender variables would
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have qualified, but we felt that the female human

with male robot ensured enough room for varied

interpretations of the touch. The measures were

the same as in Experiment I: the MDMT-based

trust ratings and the six behavior impression rat-

ings, followed by the manipulation check and de-

mographic questions.

5.2 Results

Nine participants (15%) failed the manipulation

check question, leaving 51 participants for analysis.

5.2.1 Trust

We first examined the effect of Touch vs. No Touch

on overall trust and also separately on Sincere &

Ethical and Capable & Reliable trust. Though all

the means were in the same direction as in Ex-

periment I (see Table 1), none of them reached

traditional significance levels. For overall trust,

F (1, 49) = 1.51, p = .22, d = 0.34. For Sincere

& Ethical, F (1, 49) = 1.75, p = .19, d = 0.37.

For Capable & Reliable, F (1, 49) = 0.36, p = .55,

d = 0.17. Note that the effect sizes in Experiment

II were in fact larger than those in Experiment I

(e.g., d = 0.37 vs. 0.27 for Sincere & Ethical).

Fig. 3 Image seen before the video in the Handshake

conditions.

5.2.2 Behavior Impressions

As in Experiment I, the descriptors Odd, Inappro-

priate, and Creepy were substantially correlated

and formed a clear principal component, whereas

Comforting formed its own component, Surpris-

ing loaded on both, and Measured loaded on nei-

ther. Thus, we analyzed an Inappropriate com-

posite as well as the remaining descriptors sep-

arately. Compared to the no-touch control, the

Table 1 Means (& SDs) for Experiment I (No Hand-
shake) and Experiment II (Handshake) (* denotes val-
ues in touch conditions that were significantly higher
than their no touch counterpart)

Exp I: No Exp II:
Handshake Handshake

All Trust Touch 4.63 (1.43)* 4.85 (1.24)
No 4.30 (1.47) 4.41 (1.32)

Sincere & Touch 4.40 (1.62)* 4.65 (1.31)
Ethical No 3.96 (1.64) 4.07 (1.76)
Capable & Touch 4.85 (1.47) 4.97 (1.28)
Reliable No 4.85 (1.38) 4.76 (1.21)
Comforting Touch 4.10 (2.04)* 4.77 (2.03)*

No 2.95 (2.07) 2.92 (1.91)
Inappropriate Touch 2.82 (1.96)* 3.24 (2.00)*
(composite) No 2.52 (1.80) 1.87 (1.60)
Surprising Touch 3.96 (2.10)* 5.04 (1.61)*

No 3.04 (2.10) 2.32 (2.03)

touch action made the robot appear more Com-

forting F (1, 49) = 11.21, p = .002, d = 0.94,

more Surprising, F (1, 49) = 28.07, p < .0001,

d = 1.48, and more Inappropriate (composite),

F (1, 49) = 7.4, p = .009, d = 0.76. There was no

effect on being Measured (p = .54. d = 0.18).

5.2.3 Comparison to Experiment I

Table 1 shows the means in Experiment II com-

pared with the corresponding means in Experi-

ment I. In both experiments, touch had a benefi-

cial effect on trust, more so for Ethical & Sincere,

but only in Experiment I did the effect reach sig-

nificance. Although Experiment II tended to show

stronger effects, the small sample size limited its

statistical power. The effects of touch on behavior

impressions (Comforting, Inappropriate compos-
ite, and Surprising) were all in the same direction

as in Experiment I and strong enough to reach sta-

tistical significance even with modest sample size.

5.2.4 Multivariate Analyses

We aimed to replicate the mediation analyses from

Experiment I, focusing on overall patterns and

parameter estimates, because significance levels

could not always be reached in this underpow-

ered study. In the model of touch affecting trust

via interpretations of Comforting, the initial im-

pact of Touch on trust was positive (b = 0.44, z =

1.26, p = .21), but when introducing Comforting

as a mediator, the direct effect turned negative

(b = −0.32, z = −1.05, p = .296) while yielding a

strong indirect effect (b = 0.76, z = 2.94, p = .003).

This mediation pattern was once more stronger for

Sincere & Ethical than for Capable & Reliable.

Thus, the mediation results across the first two ex-

periments are consistent, as illustrated in Fig. 4.
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As in Experiment I, no other mediators reached

traditional significance. Even when relaxing signif-

icance standards, no other variables showed consis-

tent mediation trends across the two experiments.

We did, however, replicate the finding from Exper-

iment I that the set of behavior impressions (with-

out the Touch manipulation) directly predicted

trust, R = .73, F (4, 46) = 13.0, p < .001. Over

and above Comforting (rsp = .32), we found in-

dependent predictive contributions from Measured

(rsp = .29), Surprising (rsp = .27), and the Inap-

propriate composite (rsp = −.22), all ts > 2.1 and

ps < .012.

Fig. 4 Mediation analyses of the positive effect of the
Touch manipulation on overall trust, fully mediated by
perceptions of the interpretation of the robot’s behav-
ior as being comforting. (Numbers are raw regression
coefficients

5.3 Discussion

Given the overall consistent results in the first two

experiments, we can say that a robot touching a

human elicits contrasting reactions. On the one

hand, the robot is perceived as comforting and

even tends to (indirectly) raise people’s trust in it;

on the other hand, it is seen as surprising and in-

appropriate. Experiment II attempted to reconcile

this contrast by preceding the encounter with an

initial handshake. But, in fact, the effect sizes on

all dependent variables were larger than in Experi-

ment I, making the handshake seem, if anything, to

backfire. The touch was seen as even more surpris-

ing and inappropriate in the context of the hand-

shake in Experiment II than it was without such

context in Experiment I (see Table 1). Handshakes

have a formal and established social meaning [9],

and in the context of such a formal relationship,

touching the other’s shoulder may have violated

the implied formal relationship. Any benefit of the

connection built by the handshake was then wiped

out by the expectation violation; the net effect was

again a robot that seemed to have both positive in-

tentions but also to act inappropriately.

We should add that the No-Touch robot in Ex-

periment II, which did engage in a physical hand-

shake, was rated just as low on the descriptor Com-

forting as the No-Touch condition in Experiment I

(which had no physical contact at all with the hu-

man). This suggests that the meaning of the shoul-

der touch in Experiment I was more specific than

mere physical contact: people actually interpreted

it as intending to comfort, whereas a handshake

by itself was not interpreted that way.

One intriguing aspect of the mediation patterns

in the first two studies was that the touch ma-

nipulation changed sign from positive (predicting

increased trust) to negative (predicting decreased

trust) when Comforting was included as a medi-

ator. That is, the shoulder touch had a positive

effect on perceptions of being comforting, and per-

ceptions of being comforting had a positive effect

on feelings of trust; but once we statistically con-

trolled for this beneficial trust effect of Comforting,

the shoulder touch lost its positive effect on trust.

What was left was the (smaller) negative impres-

sion of touch as inappropriate, which is detrimen-

tal to trust. “Controlling for” is a difficult statisti-

cal concept, but we can capture it by saying that,

if everybody had the same perceptions of the robot

as being comforting (i.e., these varying perceptions

are controlled for), then the shoulder touch, be-

cause it is also inappropriate, would be slightly

decreasing trust.

In sum, participants in Experiment II fully rec-

ognized that the robot was intending to comfort

the human, but they found that also surprising and

inappropriate, especially when first framing the in-

teraction as a formal relationship. Nonetheless, the

power of perceiving the robot as comforting was

strong enough to raise people’s trust in the robot.
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6 Experiment III

In Experiment III we continued our exploration of

the context in which robot touch occurs and gets

interpreted. Just like a handshake seems to serve

as a social cue for a formal relationship, we investi-

gated whether the robot’s designed function would

serve as a cue for its proper interaction with a hu-

man. When a robot is specifically designed for a

customer-service function (to optimize the experi-

ence of the customer with whom it interacts), we

might expect a shoulder touch to be more appro-

priate (but still comforting) and Sincere & Ethical

trust should benefit from that. When specifically

designed for efficient performance, the robot may

elicit Capable & Reliable trust, but there would

be no expectation for a comforting gesture like a

shoulder touch; this would be seen as inappropri-

ate and lead to a drop in trust.

We used the standard video from Experiment

I and II (female human actor and male robot with

neutral attitude) to create a Baseline condition

in Experiment III, and we introduced two new

conditions, Customer-focused and Performance-

focused design, which together make up the three-

level Function factor. Moreover, in each of these

conditions we presented half of participants with

the handshake preceding the video, the other half

without. And as before, the focal manipulation was

the presence or absence of a shoulder touch.

6.1 Methods

6.1.1 Participants

Recruited through Amazon Mechanical Turk, 361

people participated in this study (female: 142,

other: 3, no answer: 1) Their ages ranged from 18

to 69 (M = 35.3, SD = 10.10). The ethnic compo-

sition was as follows: 73.7% White or Caucasian,

9.3% Black or African American, 8.3% Asian, 7.0%

Hispanic, 0.5% American Indian or Alaska Na-

tive, 0.3% Native Hawaiian or Pacific Islander, and

0.8% Other.

6.1.2 Procedure and Materials

The procedure was the same as in Experiments

I and II, and we used the same combination of

a female human actor, male robot, and neutral

attitude. Reflecting the Touch condition, partici-

pants were randomly assigned to the version of the

video with or without robot touch. Participants

were also randomly assigned to a Handshake con-

dition, which determined whether or not they saw

the handshake picture (Fig. 3) on the screen pre-

ceding the main video. Finally, in this experiment

participants were randomly assigned to a Func-

tion condition, which determined which introduc-

tory text they saw before the video. The Baseline

group had the same text on the introductory video

screen as the first two experiments:

– Baseline: In the following scene you will see a

human customer enter some information into a

computer system (imagine entering your flight

information when you check in at an airline

counter). The robot assists the person. Please

form an overall impression of the interaction.

The text for the two new designed function

groups was different. Participants saw one of these

introductory narratives:

– Customer-Focused: In the following scene

you will see a human customer enter some in-

formation into a computer system (imagine en-

tering your flight information when you check

in at an airline counter). The robot assists the

person. The robot is designed to be customer-

focused and optimize the customer’s experi-

ence. Please form an overall impression of the

interaction.

– Performance-Focused: In the following

scene you will see a human customer enter some

information into a computer system (imag-

ine entering your flight information when you

check in at an airline counter). The robot

assists the person. The robot is designed to

be performance-focused and to optimize the

information-entering process. Please form an

overall impression of the interaction.

The measures were the same as in Experiments

I and II: the MDMT-based trust ratings and the

six behavioral impression ratings.

6.2 Results

Twenty-six people 7.2%) failed the manipulation

check question, leaving 335 participants for anal-

ysis. For each set of dependent variables we first

analyzed the Baseline conditions, which presented

the opportunity to replicate Experiments I and II.

Then we examined the new conditions that manip-

ulated designed function.

6.2.1 Trust

In the baseline group (without any design function

information), trust did not vary as a function of

the robot’s touch, either without handshake (cor-

responding to Experiment I), F (1, 108) = 0.02,
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p = .88, d = −0.04, or with an initial handshake

(corresponding to Experiment II), F (1, 108) =

0.22,p = .64, d = −0.12. These patterns were con-

sistent for the two trust components, all F s < 1

and ps > .60 (see Table 2).

Table 2 Effects of robot touch on trust in Experi-
ment III’s baseline group (no function information) un-
der conditions of No Handshake (like Experiment I) and
With Handshake (like Experiment II)

No With
Handshake Handshake

Mean (SD) Mean (SD)
All Trust Touch 4.52 (1.44) 4.57 (1.82)

No Touch 4.59 (1.62) 4.77 (1.57)
Sincere & Touch 4.34 (1.66) 4.36 (1.92)
Ethical No Touch 4.32 (1.94) 4.55 (1.64)
Capable & Touch 4.70 (1.38) 4.78 (1.91)
Reliable NoTouch 4.86 (1.57) 4.99 (1.64)

Note: No comparisons between touch and no touch
conditions (means on top of one another) were signifi-
cant, ps > .60.

Next, we examined the Touch manipulation

under conditions of designed function (Table 3).

Overall, touch had a detrimental effect (unlike the

beneficial effect we found in Experiments I and

II): Participants trusted the touching robot less

(M = 4.06, SD = 1.80, n = 110) than the non-

touching robot (M = 4.59, SD = 1.60, n = 114),

F (1, 216) = 5.3, p = .022, d = −0.31. However,

this detrimental effect interacted with the pres-

ence of a handshake, F (1, 216) = 3.8, p = .052.

Whereas loss of trust due to touch occurred in the

no-handshake condition, d = −0.59, it was fully

alleviated when people saw a robot-human hand-

shake first, d = 0.04. This pattern was consistent

across the two trust components and across the

two design functions.

Table 3 Effects of robot touch on trust in Experiment
III’s groups with designed function information under
conditions of No Handshake and With Handshake.

No With

Handshake Handshake
Mean (SD) Mean (SD)

All Trust Touch 3.73* (1.71) 4.42 (1.84)
No Touch 4.67 (1.46) 4.50 (1.74)

Sincere Touch 3.52 (1.87)* 4.16 (2.06)
& Ethical No Touch 4.38 (1.65) 4.21 (2.01)
Capable Touch 3.93 (1.73)* 4.69 (1.72)
& Reliable NoTouch 4.97 (1.47) 4.79 (1.60)

Note: Asterisk refers to a significant difference (p = .05)
between
touch and no touch conditions (means on top of one
another) for a given trust measure.

6.2.2 Behavior Impressions

The main results of the behavior impression anal-

yses are illustrated in Fig. 5. We again formed an

Inappropriate composite and analyzed the remain-

ing items (Comforting, Surprising, Measured) on

their own.

We first assessed behavior impressions as a

function of touch, without or with handshake,

solely in the Baseline group (the light and dark

blue bars in Fig. 5). Without handshake (light

blue bars; corresponding to Experiment I), the

robot’s touch had no significant impact on appear-

ing Comforting, F (1, 107) = 0.74, p = .39, d =

0.29 (though the difference was in the familiar di-

rection of more comforting intentions inferred from

touch), while touch made the robot’s behavior ap-

pear significantly more Surprising, F (1, 107) =

8.4, p = .005, d = 0.80, and more Inappropriate

(composite), F (1, 107) = 6.3, p = .013, d = −0.64.

There was no effect on perceptions of being Mea-

sured, F (1, 107) = 0.31, p = .58, d = 0.16. When

seeing a handshake first (dark blue bars; corre-

sponding to Experiment II), none of the behavior

impressions differed significantly as a function of

touch. Thus, without handshake we see a largely

similar impression profile for touch vs. no touch

as in Experiment I, but in the present participant

sample, the handshake seemed to flatten this pro-

file (unlike in Experiment II, where it maintained

the profile).

Next, we examined the effects of Touch on be-

havior impressions under the new conditions of

designed function (the light and dark red bars

in Fig. 5. The two functions were indistinguish-

able, so we report only their averaged results.

Without handshake (light red bars), the designed-

function robot’s touch had no impact on appear-

ing Comforting, F (1, 220) = 0.46, p = .50, d =

0.13; but it made the robot appear more Sur-

prising, F (1, 220) = 13.3, p < .001, d = 0.68,

and substantially more Inappropriate (composite),

F (1, 220) = 30.4, p < .001, d = 1.04. When see-

ing a handshake first, people tended to see the

designed-function robot’s touch as slightly more

Comforting, F (1, 220) = 3.4, p = .068, d = 0.33,

and they continued to see the robot as more Sur-

prising, F (1, 220) = 10.9, p = .001, d = 0.63,

more Inappropriate, F (1, 220) = 10.6, p = .001,

d = 0.62, and also less Measured, F (1, 220) = 10.5,

p = .001, d = 0.65. Overall, then, the designed-

function robot’s touch had mostly detrimental ef-

fects on behavior impressions, whether exposed to

a robot-human handshake or not.

To confirm that our analysis strategy did not

conceal possible differences between the design
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Fig. 5 Behavior Impressions in Experiment III: Difference scores (with standard errors) of Touch–No Touch, within
Baseline vs. Designed x No-Handshake Control vs. Handshake conditions.

function conditions and the baseline conditions, we

reanalyzed the full design for all behavior impres-

sion variables, and the only effects that appeared

were touch by handshake interactions that reflect

the patterns described above. No main effect or

interaction involving design function was close to
significance.

6.2.3 Multivariate Analyses

The premises of the mediation analyses conducted

in the previous two studies were not met in the

present study: robot touch did not have a posi-

tive effect on trust, and it did not have a consis-

tent impact on perceptions of being Comforting.

In the new design function conditions, however,

touch had a negative impact on trust and also a

strong impact on the perceptions of the robot as

being inappropriate and surprising. Therefore, we

analyzed whether, in these design function condi-

tions, perceptions of the robot as being surprising

or inappropriate would mediate the negative im-

pact of touch on trust. Surprising did not predict

trust, so we limited the mediation analysis to the

Inappropriate composite.

The initial impact of Touch on trust was neg-

ative (b = −0.52, z = −2.31, p = .021), as we had

seen earlier. Introducing Inappropriate as a medi-

ator eliminated this direct effect (b = −0.05, z =

−0.19, p = .85) while yielding a strong indirect ef-

fect (b = −0.48, z = −3.65, p < .001). As shown

in Fig. 6, the touch manipulation increased rat-

ings of Inappropriate by 2.1 points, and for every

point increase in the Inappropriate ratings, trust

decreased by 0.22 points.

Fig. 6 Mediation analysis of the detrimental effect of
the Touch manipulation on overall trust, fully mediated
by impressions of Inappropriateness (in designed func-
tion conditions of Experiment III).

Finally, we conducted a multiple linear regres-

sion of trust regressed on behavior impressions (ig-
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noring the ineffective Touch manipulation). The

results were very similar in all three Function con-

ditions, so we report the data from the full sample.

Prediction of trust from behavior impressions was

substantial, R = .70, F (4, 330) = 103.8, p < .001.

As in the first two studies, Comforting was the

strongest predictor (rsp = .47), and the other

items made small but significant contributions:

Measured (rsp = .18), Inappropriate composite

(rsp = −.17), and Surprising (rsp = .09), all ts

> 2.5, ps < .01. These numbers are strikingly sim-

ilar to those in Experiments I and II.

6.3 Discussion

In this experiment, we did not see the same effects

of robot touch on trust that we saw in Experi-

ments I and II. In those studies, a robot touching

a human’s shoulder increased an observer’s trust

in the robot by increasing perceptions of the robot

being comforting (though touch also led to per-

ceptions of Inappropriateness). In the comparable

baseline condition of Experiment III, touch had

nearly no impact on perceptions of being comfort-

ing and no impact on trust. In one important re-

spect, this pattern is consistent with Experiments

I and II: Because touch did not induce perceptions

of the robot being comforting in Experiment III, it

therefore did not increase trust in the robot (as it

had in Experiments I and II). Perceptions of being

comforting still strongly predicted trust in Experi-

ment III; but the robot touch was simply not seen

as particularly comforting overall (while it was still

seen as more surprising and inappropriate, as in

Experiments II and III).

In the two new designed function conditions,

the robot touch became detrimental for trust. Sta-

tistically, that effect was entirely explained by in-

creased perceptions of inappropriateness. The pre-

vious two experiments had already shown that

robot touch has a double effect: it makes the robot

appear both comforting and inappropriate. In Ex-

periment III, the effect shifted predominantly to

the inappropriate side. We can only speculate why

information about designed function had this con-

sequence: perhaps the awareness of a defined func-

tion made any behavior that did not fit the func-

tion’s narrow expectation (whether performance-

focused or service focused) seem deviant, resulting

in a loss of trust. Even in the Baseline condition,

the touch caused impressions of Inappropriate and

Surprising; but only in the context of the designed

functions did these impressions actually decrease

trust. In that context, the touch perhaps made

people lose trust in the robot’s ability to fulfill its

designed function and not go beyond it.

7 General Discussion

Across all three studies, we showed that observ-

ing a robot’s single touch gesture has a marked

and consistent impact on an observer’s impressions

of the robot. Trust in the robot is also strongly

and consistently influenced by impressions of the

robot’s behavior. But even though we have doc-

umented this consistent overall structure of robot

touch, impressions, and trust, what varies across

studies are the specific linkages between the three

variables. People’s specific interpretations of robot

touch, and the conditions under which these inter-

pretations increase or decrease trust, are not yet

fully understood.

Nonetheless, two of the three studies showed

that touch increases trust by way of increasing

perceptions of comforting intentions (see Fig. 4.

Even though this effect did not hold up in Ex-

periment III, it is reasonable to ascribe this repli-

cation failure to sampling variations. Increasingly,

psychological research has recognized that effects

shown in one or more studies may not replicate in

all studies. Sometimes the reasons are low statisti-

cal power, publication bias, p-hacking, or numer-

ous other facets of the imperfect research endeavor

[49]. But often it is simply sampling error [57]. The

effect parameters in our third experiment are well

within the confidence intervals of the first two; so

we have no deep anomaly to puzzle over. We thus
propose to retain, until contrary evidence comes to

light, the hypothesis that there really is an effect

of touch on trust, mediated by perception of being

comforting.

If one accepts this provisional hypothesis, it

should be noted that the psychological mediation

of touch effects on trust may come with more than

one facet. In addition to triggering a perception of

the robot’s comforting intentions, touch also trig-

gers perceptions of inappropriateness. As long as

the impression mix of comforting+inappropriate

on balance favors the comforting side (as in Ex-

periments I and II), trust increases. Once it favors

the inappropriate side (as in Experiment III), trust

can decline.

What are the conditions under which touch fa-

vors positive impressions and holds back negative

impressions? And under what conditions does the

opposite occur? We comment on two concrete vari-

ables we examined in the present studies and then

speculate about two other potential moderators.
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The first examined variable was an initial hand-

shake between the robot and the human. Such a

handshake appeared to somewhat worsen people’s

behavior impressions in Experiment II, but it had

the power to alleviate some negative impressions

in the baseline group of Experiment III, and it

actually alleviated the trust loss in the designed-

function group of Experiment III. We cannot draw

any confident conclusions from these results and

suggest to other researchers to make the meaning

of the handshake clearer (in our studies it was on a

photograph and therefore open to interpretation).

The second variable we examined, namely pre-

senting the robot as having a designed function,

had a detrimental effect on people’s trust, which

was, however, alleviated by a preceding hand-

shake. The designed-function manipulation did not

have a negative impact by itself; only when paired

with the robot touch did it decrease trust and

worsen behavior impressions. Both designed func-

tions (customer service vs. performance) showed

the same negative effects, so whatever the func-

tion manipulation did to people’s interpretations,

it did it in a general way. We suspect that a robot

with a specific designed function narrows people’s

expectations for what the robot will do, and a sur-

prising behavior such as a touch on the shoulder

may be seen as deviating from these expectations.

We know from considerable research in HRI that

expectations matter a great deal, and they matter

for trust not less than for other responses to robots

[32].

One feature of robots that can set up powerful

expectations is the robot’s appearance, especially

its degree of humanlikeness. Systematic investiga-

tions are needed that span the full range of human-

likeness [39]. Such studies are almost certainly go-

ing to rely on an observational paradigm (like we

did), because the number of distinct stimulus con-

ditions and the number of required participants

are nearly impossible to implement in laboratory

research.

Another variable that may have strong effects

on the complex relationship between touch and

trust is the robot’s transparency. Our attempt to

make the robot’s function transparent was only

partially successful, but transparency has many

shades. It may include the robot’s communication

while it executes the touch (e.g., “I’m sorry” may

highlight the intent to comfort), the observer’s un-

derstanding of the robot’s capacities (e.g., is the

touch a controlled, intentional movement?), and

information about the robot’s owner or program-

mer (and their motivations).

We might wonder about the larger impact of

the finding that a robot’s simple touch on a hu-

man’s shoulder can, at least under some condi-

tions, increase trust in the robot. As robots en-

ter roles in which is it not only possible but ex-

pected for them to touch humans, such as health-

care robots, this finding offers some promise (for

cases where trust in the robot is desirable). In emo-

tionally significant situations like healthcare, the

ethics of having robots assist or potentially replace

humans in certain roles are precarious. Showing

that people’s perceptions of how ethically trust-

worthy a robot is might be affected by something

as minor as a robot touch highlights how delicate

the perceptions of robots can be, and how much

care and responsibility needs to go into robot in-

teraction design. For one thing, there is the possi-

bility that a gesture of touch makes a person over-

trust a robot [19]. The robot’s act of touching a

person may not provide any further information

about the robot’s other capabilities or social skills;

so it could prove problematic if a person infers such

capabilities and skills based solely on observing a

touch. For another, the touch could at times back-

fire, reducing trust that was perhaps built on ex-

pectations about the robot’s specific role. With the

currently limited understanding of the (positive or

negative) effects of robot touch, designers should

be advised to stay away from adding such deeply

human gestures to the machine’s action repertoire.

7.1 Limitations and Future Work

The present experiments used an observation-

based paradigm, as a first step into exploring the

many factors that go into the interpretations of

robot touch. This is certainly a limitation, but it

would be impossible to conduct such studies with

1000 or so participants as live in-lab experiments.

Already in these observation studies, complexities

emerged, and we believe that additional observa-

tion studies are needed to identify more clearly

what the major impact factors are in people’s in-

terpretation of, and trust in, robots that touch hu-

mans. But even when such clarity is reached in ob-

servation studies, we cannot be sure that actually

being touched in real life will have the same effects.

These studies with robots and participants as live

interaction partners are still necessary. Yet, the re-

sults from observation studies can help to narrow

the number of conditions that need to be investi-

gated in lab-based interaction studies, thus making

them feasible. Live interactions studies would also

present greater opportunities to study trust behav-

iorally, rather than solely with self-report question-

naires.
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Another limitation is that the task context

was unchanged across the three studies and nar-

rowly concerned an information-entering scenario.

Future studies will certainly need to expand into

other, emotionally more significant contexts. Fu-

ture work should also extend the length of the

scenarios, as our videos offered only a very brief

human-robot interchange. A more full and varied

presentation of the robot may change, or perhaps

stabilize, the effects we have observed here.

A third limitation is that we did not collect cul-

tural information about the participants involved

in the study. Touch is a culturally interpreted form

of non-verbal communication, which entails con-

siderable individual differences in the way people

make sense of a robot touching a person [41]. Fu-

ture studies looking at robot touch should collect

such information, along with more detailed ver-

bal measures of people’s concrete interpretations

of the robot’s behavior.

8 Conclusion

In this paper, we set out to explore the impact

of observing robot-initiated touch on human-robot

trust. In two experiments we found that observ-

ing touch increased trust, but a third study did

not replicate this pattern and hinted at condi-

tions under which such touch can even decrease

trust. Perceptions of the touch gesture as comfort-

ing were largely consistent, and so was the striking

concurrent perception of the robot as being inap-

propriate. Additional context information, such as

a handshake or design information, had inconsis-

tent impact. Just as the touch itself appears to

be open to multiple interpretations, so is the con-

text in which the touch occurs. This indeterminacy

reminds us of how enormously complex people’s

perceptions of robots are, even just in short video

observations.

People still have very few experiences with

robots, and in interpreting the experiences they do

have, they must rely on the psychological mecha-

nisms and habits that have evolved, biologically

and culturally, from interactions with other hu-

mans. No new adaptations for robots exist, or at

least not yet. Now that robots are demanding in-

creasing attention and interaction, these psycho-

logical mechanisms may either have to be re-tuned

or robot design needs to use all the knowledge we

can muster to adapt to the complex human re-

sponses. It is clear that our knowledge is currently

at a very early stage.

Observing small social signals like handshake

or social touch can have a profound effect on the

perception of human-robot interactions and can

significantly impact trust perceptions, everything

else being equal. These effects can be further mod-

ulated based on professional and social roles, and

it is thus important to not investigate these ef-

fects in isolation of background and task-based as-

pects. Moreover, observing different types of touch

(socially sanctioned like handshake and typically

non-sanctioned, possibly less appropriate shoulder

touch) can interact in complex ways and thus de-

serve detailed follow-up to investigate how sanc-

tioned and non-sanctioned touch can affect user

perception and trust.
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