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Examining Attachment to Robots: Benefits, Challenges, and
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Potential applications of robots in private and public human spaces have prompted the design of so-called
“social robots” that can interact with humans in social settings and potentially cause humans to attach to the
robots. The focus of this article is an analysis of possible benefits and challenges arising from such human-
robot attachment as reported in the HRI literature, followed by guidelines for the use and the design of
robots that might elicit attachment bonds. We start by analyzing the potential benefits for humans becom-
ing attached to robots, which might include increased natural interaction, effectiveness and acceptance of
the robot, social companionship, and well-being for the human. Turning to the potential risks associated
with human-robot attachment, we discuss the possibly suboptimal use of the robot in the most benign cases,
but also the potential formation of unidirectional emotional bonds, and the potential for deception and sub-
conscious influence of the robot on the person in more severe cases. The upshot of the analysis then is a
recommendation to reconceptualize relationships with social robots in an attempt to retain potential benefits
of human-robot attachment, while mitigating (to the extent possible) its downsides.
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1 INTRODUCTION

The potential applications of robots in private and public human spaces has prompted the de-
sign of so-called “social robots” that directly interact with humans in social settings. These types
of robots are often purposefully designed to connect with people by eliciting emotional reactions
from their human interactants [7]. Various studies have shown that such social robots prompt peo-
ple to develop emotional bonds [12, 63]. Among the observed phenomena are human interactants
anthropomorphizing the robot [24], reacting emotionally to its behaviors [43], and experiencing
higher quality of life when around it [60]. In human-human interactions, forming strong emotional
bonds often leads to the development of attachment relations, which manifest themselves in terms
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of characteristic emotions, cognitions, and behaviors (e.g., see [2] for one of the first characteriza-
tions of attachment and associated disorders).

While it is currently unclear whether humans can or will reach similar levels of attachment
with robots as they do with humans, the possibility of forming attachments with robots in the first
place—especially when these relations are unidirectional [52]—raises important ethical questions
for HRI research and design: Would robots inadvertently become a burden for users who, due to
attachment, feel they would need to “take care” of the robot? Will robots be able to sustain unique
relationships with their users? Will attachment to robots lead to the reduction or replacement of
human contact? Does robot companionship inevitably lead to deception? What is the scope of
persuasive techniques that the robot should be allowed to use to influence the user?

In this article, we will discuss these questions and the consequences of human-robot attachment.
We first identified the most common benefits and challenges mentioned in the HRI literature with
regard to attaching to robots. Benefits identified include (1) increased natural interaction [29],
(2) increased effectiveness and acceptance of the robot [29, 73], (3) supplementing social compan-
ionship [8], and (4) increased well-being for the human [1]. Risks identified include (1) poten-
tially suboptimal use of the robot [52], (2) potential formation of unidirectional emotional bonds
[18, 29, 52], (3) potential for deception [46, 56, 57], and (4) potential subconscious influence of the
robot on the person [29]. We then generated thought experiments in the form or scenarios that
showcase both benefits and challenges. We discuss each scenario focusing on tradeoffs, emphasiz-
ing the idea that attachment to robots is neither absolutely beneficial nor absolutely detrimental to
the well-being of humans. Rather than taking a side for (e.g., [73]) or against (e.g., [65]) attachment
to robots, we argue that instead we need to reconceptualize our relationships with social robots.
The article contributes conceptual alternatives for thinking about relationships with robots that
avoid some of the pitfalls of attachment and have the potential to guide the design of social robots
toward more beneficial outcomes for the humans.

2 BACKGROUND

Several frameworks in the social sciences have formally described attachment as a series of char-
acteristic emotions, cognitions, and behaviors. “Attachment” denotes a very strong bond someone
has with an attachment figure who, in their mind, provides so much security and safety to the
individual that they are very dependent on the attachment figure—to the point where separation
from that figure would result in serious psychological distress [2, 25]. Psychological Attachment

Theory was pioneered as a study of infants’ attachment to their caregivers [6] and has since been
extended to encompass people’s attachment to pets [74], symbols or deities [39], or objects [33].
Specifically, an attachment bond would form if the caregiver met the infant’s needs for security
and affectionate comfort when distressed, with these two functional roles played by the attach-
ment figure being labeled the secure base and safe haven functions. Attached infants were also
observed seeking proximity to their attachment figures and displaying separation distress in their
absence [74].

In contrast to the social sciences, the HRI literature uses the term “attachment” more loosely at
times: sometimes it is discussed in the context of psychological attachment theory [16], while other
times no specific definition of attachment is provided. Overall, many HRI researchers have utilized
Norman’s (2004) definition of attachment—the cumulative sum of all the emotional episodes
that a human has with a robot [45]—while others have called for a more stringent and formal
definition of patterns of cognitions and behaviors, akin to those in psychology research [16]. For
example, [16] suggests the term “attachment” should be reserved for relationships that feature the
four different behaviors and functions identified in social psychology. They recognize that social
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robotics is, at the moment, not advanced enough for any relationship with a robot to fulfill all of
these features and thus fully qualify as attachment; however, they argue that, if viewed instead as a
model for defining a spectrum of bonds rather than benchmarks to be achieved, these features are
useful for identifying the degree to which bonds between humans and robots resemble attachment
bonds.

Since there is currently no agreed-upon formal definition of what it could mean for a human
to be attached to a robot, it is also unclear whether human-robot bonds can reach the level and
intensity found in human attachment. While a deep exploration of the meaning and different levels
and types of attachment to robots is beyond the scope of this article (we explore the feasibility
and nature of attachment to robots in [50]), it is worth noting that the field of HRI has started
making increasing reference to attachment in its analysis of human-robot bonding, even if the
researchers do not give a strict definition for the concept of attachment. For example, [69] refers to
emotional attachment when describing the first contact of children and adults with the robotic pet
dog AIBO. Another study discusses an exploration of emotional attachment that students might
develop toward a LEGO robot they built for a class during a 2-month period [28]. The authors
conclude that the emotional bonds resulting from this were different from typical attachment as
students showed few negative feelings related to the loss of the robot. A review of the literature
on “robopets” in care homes describes residents developing emotional attachments to the robopet,
with residents proclaiming their love for the robot in spite of it being an object [1]. When analyzing
the caregiving role in HRI, Kim et al. [38] measure attachment to the robot through items such as
“I feel emotionally connected to this robot,” developed by [53]. While one longitudinal study only
found indirect links between emotional attachment to a robot and emotional deception by the
robot, the robot still had quite limited capabilities and the participants experienced a low exposure
time to and infrequent interactions with the robot [67]. It is possible that the effects we will be
discussing in this article require longer and more regular exposure time to more sophisticated
robots. However, it is important to understand how attachment plays into a person’s interactions
with a robot, as one study has shown that feeling more securely attached around a robot leads to
greater trust in it [21].

Across studies, there is a pervasive presence of warnings about robots’ potential to foster attach-
ment with their human counterparts and lead to unethical situations. Sharkey and Sharkey discuss
this in depth and apply the psychological attachment framework to situations where robots may
care for children [58]. Turkle relays worries about interactions she observed with children who
ascribed serious levels of intentionality, emotion, and cognition to robots such as My Real Baby,
warning that “relational artifacts” understand nothing but push our “Darwinian buttons” and cause
people to respond as if they were in a relationship [65]. Carpenter offers anecdotal evidence of sol-
diers bonding with bomb-diffusing robots [12]. Even Norman, in his aforementioned 2004 book
on emotional objects, briefly warns of the ethical implications of “humanoid robots that have emo-
tions and to which people might form strong emotional attachments” [45].

As HRI attachment research continues, there is a need to thoroughly explore the implications
of such attachment. Below, we examine in more detail potential benefits, challenges, and ethical
concerns related to bonds between humans and robots (e.g., [29, 52, 58, 65]). To make our case,
we will lay out a series of plausible scenarios inspired by ideas and results found in the HRI litera-
ture. These specifically tailored scenarios will help us explore situations that intentionally feature
benefits and challenges in the same breath. We have found through our own investigations that
much of the nuance in HRI studies—most notably with social robots—comes when robots are si-
multaneously beneficial and challenging. Exploring this tension is crucial to bringing a deeper
understanding of a future where robots are more popularly widespread. We cannot say whether
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or not these scenarios would be the norm, or edge cases, but regardless of frequency, they are
worth studying as they combine some of the most discussed results from HRI studies.

3 HUMAN-ROBOT ATTACHMENT SCENARIOS

In this section, we will discuss a number of cases where it is possible that a human could become
attached to a robot. Because attachment formation is a possibility, it is worth considering what the
effects of attachment, both positive and negative, could be in that situation. We are not claiming
that these scenarios represent situations that are unique to HRI; rather, we posit these as situations
that are feasible in HRI. It is in fact a testament to the field that these scenarios that are common
in human-human interaction are even being considered plausible for human-robot interaction.
Recall that these scenarios are not actual experimental case studies, but rather plausible thought
experiments assembled from important HRI results.

Scenarios were constructed based on two bodies of literature: (1) the social psychological attach-
ment literature that was used to systematically motivate these hypothetical attachment relation-
ships (see [50] for a comprehensive synthesis) and (2) the HRI literature from which we identified
the potential benefits and risks of attaching to robots. While the latter part is the focus of this arti-
cle’s analysis, consideration of attachment components was important for scenario construction as
well. In terms of motivating and defining the attachment, we imagined the robot as satisfying cri-
teria for the following attachment functions: secure base and safe haven. The secure base function
is fulfilled when the attachment figure can provide safety in a way that encourages exploration.
Safety could be achieved by the attachment figure being able to provide physical, intellectual, or
social resources or protection. The safe haven function is fulfilled when the attachment figure can
soothe distress—either physically or emotionally [50].

Each of the scenarios contains aspects of these two functions. Scenario 1 features the robot
providing physical resources via cleaning, opening space for the person to safely do other things
(secure base), and could provide emotional soothing (safe haven) by being friendly. Scenario 2 fea-
tures the robot providing social resources by being the person’s friend (secure base) and emotional
soothing for the same reason (safe haven). Scenario 3 outlines a robot that meets many physical
and social needs of the person (secure base), as well as providing emotional comfort by being
friendly (safe haven). Finally, scenario 4 describes a robot that provides information to the person
(secure base) and could be argued to soothe them emotionally and physically by being motivating
and encouraging them to eat when hungry (safe haven). With these attachment criteria present,
we made the assumption that an attachment bond had been formed in each scenario. The robots
described in the scenarios, while fulfilling attachment functions, may not engender strong attach-
ment, but at least some weaker form of attachment above that from simple objects or technologies.
From there, we examined a benefit and a risk of attachment that may be present in each.

The benefits and challenges discussed in these scenarios were identified in the literature on
human-robot attachment. Benefits identified include (1) increased natural interaction [29], (2) in-
creased effectiveness and acceptance of the robot [29, 73], (3) supplementing social companionship
[8], and (4) increased well-being for the human [1]. Risks identified include (1) potentially subop-
timal use of the robot [52], (2) potential formation of unidirectional emotional bonds [18, 29, 52],
(3) potential for deception [46, 56, 57], and (4) potential subconscious influence of the robot on
the person [29]. Each scenario touched upon at least one of these benefits and at least one of
these challenges. While not exhaustive, these scenarios provide illustrative examples that help to
synthesize the work of various fields (social psychology, HRI, attachment), an approach that has
been previously used to help anticipate, rather than belatedly react to, potential real-world social
dynamics [4].
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3.1 Something to Take Care Of

A positive effect that could come from attachment is incentivizing long-term acceptance of the
robot. An attachment relationship, fueled by the robot’s social design, could help motivate a person
to continue using it and therefore experience the benefits it can offer after the novelty effect wears
off [29]. In instances where the robot malfunctions or otherwise fails to live up to expectations, or
if the human needs to adapt their own behavior (e.g., by rephrasing a command), this increased
acceptance can be especially important [11]. In this scenario, the robot has a clear role that can
benefit the person, but its service would be wasted if the person rejected it the moment it did not
function perfectly. The attachment relationship could help the user feel inclined to continue using
the robot.

However, attachment can also result in suboptimal use of the robot’s intended function. Though
social robots are not purely utilitarian tools like factory robots, they still often have a practical,
functional role, like cleaning, tutoring, therapy, coaching, and so forth. If the robot has a service
role, attachment may hinder a user’s comfort with allowing the robot to continue serving. The
above scenario, in which the person took over the job the robot was purchased and designed to
do, has been reported in real-life case studies. One paper found that people reported doing a pre-
cleaning of their living space before their robot vacuum cleaned so that it has an easier time, or
had even felt empathy for it and given it a “day off” [63]. This behavior goes against the intended
purpose of the robot vacuum cleaner, which is to make the human’s life easier and involve less
cleaning. Because this effect is already being seen with non-social robots, such as robot vacuum
cleaners, it is possible that it could be even stronger when the robot in question is explicitly de-
signed to be social. Carpenter’s investigations into military robots with humanoid designs—whose
intended demise on the battlefield prompts grief in human personnel—offer preliminary evidence
to this point [12].

Suboptimal use could also arise from developing unhealthy attachment relationships to robots.
Unhealthy attachment styles can be categorized by patterns of avoidance and anxiety. Avoidance
can be characterized by distancing and disengaging oneself from the attachment figure, and anxi-
ety can be characterized by constantly seeking out the attachment figure and feeling extreme sep-
aration distress when apart [44]. Hertlein and Twist [27] described how attachment relationships
with technologies could manifest along anxious/avoidant dimensions; besides the low-anxiety/low-
avoidance dimension of secure attachment, all of these categories result in suboptimal use of the
technologies. Low-anxiety/high-avoidance attachment can result in underusing the technology,
while high anxiety/low avoidance can result in over-reliance. High-anxiety/high-avoidance bonds
could result in disorganized and unpredictable attachment behaviors; perhaps a person with a
robot vacuum cleaner is unhealthily attached and places the robot in a closet, never to be used,
because she is too afraid of breaking it. Or perhaps the person follows the robot around the whole
time it cleans to make sure that nothing breaks it, therefore losing the advantage that the robot
offers of being able to do other things while the robot cleans. Unhealthy attachment patterns that
result in suboptimal use and are seen with other technologies like smartphones could occur with
social robots as well.
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3.2 Treating Everyone the Same

Though social robots can exhibit simple behaviors that people tend to interpret as social (e.g.,
gaze following), they are far from being meaningful social others in interactions. These robots usu-
ally lack any internal computational models of social others and social interactions or norms and
have no social emotions [52]. Turkle [65] describes a social robot by saying: “Like other ‘relational
artifacts’ its ability to inspire relationship is not based on its intelligence or consciousness, but
on the capacity to push certain ‘Darwinian’ buttons in people (making eye contact, for example)
that cause people to respond as though they were in a relationship.” This makes social robots the
source of some of the bigger discrepancies between actual and perceived capabilities: there is a big
gap between what social robots can do and what people perceive they can do. Very simple behav-
iors can lead to massive unwarranted assumptions regarding the robot’s capabilities, intelligence,
and agency [52]. For example, social robots can say things without understanding what they are
saying: they can respond to speech without any internal model for what the words refer to in the
real world, they can express emotions without any notions of what those emotions are, and they
can recognize emotions without understanding their significance. Similarly, a robot may have a
poor model for what humans are. For a vacuum robot, a human is just an obstacle that needs to
be avoided. Such a simple model does not allow a robot to form relationships with people the way
people may form relationships with the robot [52]. As Nyholm and Frank [46] point out, the design
of robots where one of the primary goals is to produce affective reactions from people, such as sex
robots and companion robots, is particularly susceptible to this type of deception. They describe
how the people using these types of robots are likely motivated to look for agents that act like
they care about the person and fall into the anthropomorphism tendencies that lead to believing
that the robot’s “Darwinian button pushing” behaviors actually indicate that it does care about the
person.

For the child interacting with her social robot, the “pushing of these Darwinian buttons” led to
a relatively strong attachment. The robot was able to provide her with a companion that could
play with her in a more responsive way than her other toys. This could be especially beneficial
at times when no other people are available to play with the child. In times like that, the robot
can act as a supplement to human companionship. Humans form secondary attachment bonds,
beyond their primary human-human bonds, with many types of non-human agents, such as pets
[74], deities [23], and objects or technologies [27, 33, 34]. When other people are absent, these
secondary attachment figures can help to lower stress [23]. Robots, too, could play this role of
secondary attachment figure. By virtue of straddling the line between objects and agents, robots
possess the ability to be reliably present when primary attachment figures (humans, pets) may
not be—a key feature leading to the development of secondary attachments [33]. In this way, a
robot would not replace any of the social interactions in the child’s life, but rather be available as
a companion when other people are not. Additionally, being the child’s toy and companion, there
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may have been times when the child’s attachment to the robot grew out of taking care of it in
make-believe games. Caring for and showing compassion to an artificial agent has been shown to
increase a person’s self-compassion [42]. Therefore, the way that the child plays with and attaches
to the robot may be beneficial for her own mental health and self-image.

However, we see this attachment become a problem when the child is upset that the robot
responds to her friend in the exact same way that it responds to her, and she realizes that their
relationship is not unique. As mentioned above, the robot was designed to elicit social perceptions
and seem like it was an advanced social other. However, its actual capabilities are far less advanced.
The robot does not have a model of the child that would enable it to form a unique relationship with
her based on their shared history. Rather, it responds to everyone in the same manner. Uniqueness
is one of the hallmarks of attachment; what inspired Bowlby’s attachment research was observing
children in post–World War II orphanages: even though all their needs were met, they were poorly
adjusted to social life. Bowlby concluded that the reason had to do with the lack of consistent
presence from the people who were caring for these kids; the children could not form unique
bonds to people and thus could not attach, because the caregivers were constantly rotated and
casually switched in or out. He observed that attachment goes beyond having your needs met by
hundreds of individuals and is formed through really developing unique, deep, irreplaceable bonds
with a handful of individuals [55]. From Bowlby’s work, we therefore see that issues can arise when
attachment figures and attachment relationships are treated as things that can be casually switched
in or out.

While human-human relationships are bidirectional because both parties are able to form men-
tal models of the others and can interpret and understand the social and emotional cues of the
other person or people, the child in this scenario formed a unidirectional emotional bond with
the robot. The robot’s limited abilities were enough to elicit emotional responses from the child
and caused her to overestimate its abilities; however, the robot itself was not able to understand
or reciprocate those intense feelings. This led to the child feeling hurt and betrayed. The robot,
though, is oblivious to this. Rather than feeling the guilt or shame that a person might if he knew
that he had disappointed someone, the robot will be completely unaware of this dynamic. In this
manner, the unidirectional bonds of attachment could be quite harmful to the person [52].

3.3 Human-like Companionship

In this scenario, natural social interaction between the person and the robot can lead to at-
tachment. While not a perfectly causal route to attachment, the social psychological attachment
literature, which designates the secure base and safe haven functions as components of attachment
[16, 74], seems to indicate that even partially met secure base and safe haven functions can lead to
a degree of attachment. The safe haven function may be viewed as having a sub-component related
to the ability of an attachment figure to soothe mental or emotional distress [50]. A robot capable
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of socializing with an elder with dementia, who may also be socially isolated because of societal
norms or his mental illness, would likely highly value interaction with the robot. Therefore, the
more attributes a social robot has that could aid in its ability to soothe mental distress, the more
likely it may be to engender a degree of attachment.

The robot has a number of attributes that can help the interaction be comfortable rather than
awkward for the person. Communicating through natural language use rather than, say, commu-
nicating via logic or code helps ease conversation between the two parties. The social aspect of
the robot can further help the feeling of natural interaction. Humans are so attuned to social cues
that we ascribe social intentions to something as simple as moving shapes [26]. With a social robot
that can move its body and face in emotionally expressive ways, the perception and attribution
of social agency would only be further amplified, which could translate into an increased ease of
social interaction. For a person who may be technology averse, this ease could be vital in helping
the person attach to the robot.

Natural interactions may lead to a positive cycle of naturalness increasing the likelihood of
attachment, and attachment, in turn, allowing for more natural interaction. It is known that deep
and long-lasting emotional connections of attachment are an essential part of human life [2, 6].
As such, these bonds in human relationships have been shown to allow for the easiest and most
natural interactions [22]. Therefore, a person who attaches to their social robot is likely to be able
to reap these interaction benefits as well [48]. Additionally, attachment, and specifically healthy
feelings of secure attachment, has been shown to lead to trust [21, 62]; increased trust in a robot
could prevent a person from over-analyzing the robot’s behavior in search of, or in preparation for,
failure. Without that worry, the interactions may flow more naturally. This ease of interaction may
grow over time: the inclination for continued use brought about by the attachment will familiarize
the person to the robot’s behaviors, making them increasingly comfortable with using it.

However, these natural interactions may have been built on a basis of deception [57]. As pre-
viously discussed, robots need to do very little to push our “Darwinian buttons” and engage us
emotionally. This biases us to read their often simple behavior as more complicated and meaning-
ful than it is, which can in turn lead us to believe that they are more capable than they truly are.
If we grow attached to these robots, we may be even more inclined to believe this. At some level,
playing along with these tricks is harmless and akin to how humans interact with inanimate ob-
jects [48]. However, these social “tricks” can have the potential to negatively impact people with
whom the robots interact.

The cognitively impaired or cognitively immature are the most vulnerable to these adverse ef-
fects: they have the highest risk of not being able to distinguish between genuine social interaction
and the artifice of a social robot’s “social” interaction. Children have been repeatedly shown to as-
cribe mental states to robots and believe robots are capable of having emotions and cognitive
abilities [32, 69]. On the other end of the age spectrum, seniors residing in nursing homes behaved
toward their robotic assistant in a similar manner to the aforementioned children. Though the
elderly admitted that it was just a machine, many named it, talked to it, praised it, cared about it,
and asked its opinion—anthropomorphizing the robot in a manner that could indicate attachment
[68]. If at some level, these people—adults or children—believe that the robot is actually or nearly
as capable as they believe it to be, they are being deceived by the robot. Though this may be harm-
less at times, it is something that robot designers should be cautious of. Similar to unidirectional
emotional bonds, it could lead to significant emotional harm for the person involved. In the sce-
nario described above, the elderly person with dementia occasionally believes that he is talking
to a real person when he is interacting with a robot. Realizing otherwise, perhaps in moments of
lucidity, could result in feelings of betrayal, distress, disappointment, and so forth. This delusion
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implies that he believes he is forming a bond with another agent who has a rich and complex
understanding of the world, and that the relationship between the two of them is bidirectional.
In reality, the relationship is unidirectional and the bidirectionality is a deception brought on by
the robot activating our social heuristics. If the person finds this out, he may feel betrayed by the
robot. This issue of deceiving people in vulnerable states has been discussed by Nyholm and Frank
[46] in regard to sex robots, another field where the goal of the robot may be to induce a type of
attachment between the person and the robot. In this scenario, the elderly person’s mental and
emotional vulnerability can leave them similarly at risk to the potential harm that accompanies
this deceit. Further, the authors discuss how vulnerable populations may lose vital human contact
if they become too attached to a robot. The person in this scenario may be particularly at risk for
that, because he occasionally believes that he is interacting with another human, and thus might
not seek out other social interactions.

3.4 Knowing You Better Than You Know Yourself

Committing to a new weight loss routine requires a person to be motivated to push through the
tough moments. Becoming engaged in the process and finding encouragement from others can
help provide that motivation. Unlike a human weight loss coach, a robotic weight loss coach could
live in a person’s home and tirelessly provide that encouragement whenever the person needs it
[17, 24, 35]. However, a person who does not care about the robot with whom they are working
might find it hard to be motivated to put in the necessary effort. Feeling attached to the robot could
provide that motivation. This effect has been seen in another field with students and academic mo-
tivation: attachment to teachers was linked to higher motivation [41]. Additionally, evidence in-
dicates that social robots have the capacity to encourage growth-mindset-oriented behavior more
so than other more self-guided methods. One study found that a brief, one-time interaction with
a social robot was enough to elicit more exploratory, creative behavior from undergraduates than
when the students were shown a comparable PowerPoint presentation [31]. Additionally, because
the robot is working with the person to complete the person’s goals, the person may come to view
the robot as their teammate in this mission. One study [73] found that when people identified a ro-
bot as being part of their team, their attachment to that robot grew. Further, the researchers found
that as people grew more attached to their robot team members, team performance improved. For
our person, this might mean seeing better results with their robot trainer if they are attached to it.

The adult in this scenario works with his robot for months. This extended time together could
further foster the growth of attachment bonds and increase their beneficial effects [45]. The secure
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base functional component of attachment [16, 74] seems to indicate that meeting physical or
intellectual needs can develop reliance and a bond that could lead to a degree of attachment [50].
Moreover, the encouragement provided by the robot may also play into the safe haven function
of attachment, soothing both physical stress during the workout through positive reinforcement
and mental or emotional stress. The adult likes the robot from the start because of its ability to
help him achieve his goal, and as he begins to see the results that he wanted, his attachment to the
robot grows. Additionally, if the attachment to the robot transferred to attachment to the activity
itself, he may be more inclined to continue the work, as attachment to an activity is positively
correlated with motivation [3]. This transference could be yet another way that robots facilitate
motivation and subsequent effectiveness.

However, the person’s attachment to the robot could increase the robot’s potential to subcon-
sciously influence the person’s behavior and decision-making. At the conscious level, the person
may understand that his attachment to the robot has to do with how the robot helped him achieve
his goal, but that the robot itself has no awareness of that. At the subconscious level, though, it
may still have an effect on the person’s behavior, which limits his freedom to decide on his own
actions [29]. When robots act purely as tools, there is little worry of them influencing human be-
havior. But for social robots, their purpose is to integrate into our social world and act in seemingly
meaningful social ways.

In order to interact in seemingly meaningful ways, a variety of strategies have been incorporated
by social robot developers. To encourage interaction, they may utilize methods such as rapport
building, persuasion, and encouragement. Though these traits may have positive effects [9, 48, 49],
such as helping the person in this scenario begin his weight loss journey, they could easily cross
the line over to manipulation and coercion. In this example, these abilities are used by the technol-
ogy manufacturer to associate their company with feelings of motivation and the positive effects
the person achieves. Additionally, if the person decides to follow the healthy recipes the robot
provides, he is being influenced to support the partner company, even if it means he may spend
more money than he would on groceries ordinarily. Major technology companies already employ
a plethora of strategies to manipulate users into purchasing patterns, and the technology-assisted
advertising industry has developed into one of the most lucrative in history [75]. The robot can
leverage the knowledge it has built of the person based on the constant access it has to his home
and personal space. The more attached the person is, the less inclined he may be to turn down a
suggestion from the robot, and the more inclined he may be to purchase from the company again,
even if their other products are not necessarily something he would buy otherwise. This is both a
behavioral vulnerability and a privacy vulnerability, as the increased level of attachment and trust
in the robot may lead to the user sharing more data and voluntarily reducing their degree of data
safety.

Through these scenarios, we can primarily see that there exists a great deal of nuance when
it comes to imagining benefits and challenges engendered by human-robot relationships. Social
robots have the potential to be very helpful in ways that could significantly improve the lives
of their users. They also have potential to be greatly harmful to users—even in ways that they
cannot perceive or understand. Robots appear to enter a new space of technology where their
embodied and often anthropomorphic characteristics may affect people in ways that smartphones
or sedentary computers do not.

If we, as a robotics community, are to move in a direction where real situations bring about
more positive aspects of these scenarios than negative aspects, we must take account of their key
takeaways. We believe there are a handful of important, but by no means comprehensive, factors
for HRI researchers and robot manufacturers to take into account that may help strike such a
balance.
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4 RECONCEPTUALIZING RELATIONSHIPS WITH SOCIAL ROBOTS

The possibility exists of long-term relationships being developed with robots once they become key
tools in assistive care or teammate-based roles. Given the nuanced and complicated nature of these
relationships, it is imperative that robots and other assistive technologies are designed to benefit
people. When designing for attachment, perhaps the goal should be robots that lower our stress lev-
els and help us feel safe exploring our world, while avoiding distress caused by separation from the
robot, the robot breaking, or the robot failing to live up to expectations. Additionally, when design-
ing robots without intentionally aiming for attachment formation, it is important to keep in mind
that this type of bond might emerge nonetheless (e.g., as in the case of people attaching to Roomba
[63]) and take the necessary precautions to keep it beneficial. It is important when designing robots
to have a benevolent mindset, requiring creative thinking of ways in which we can benefit from
the positive influences that social robots may have on us, while leaving out the negatives.

Below, we explore a few ideas of how to accomplish this by (1) designing assistive robots that
follow the guidelines of working alliance, a standard framework for therapeutic relationships;
(2) shifting the focus from robot companionship to robot-enhanced human-human interactions;
and (3) applying more stringent criteria for when robots should engage in social behaviors,
including ways of managing the impressions that they convey to humans about the extent of
their capabilities.

4.1 Working Alliance Not Attachment Formation

The concept of working alliance, also called therapeutic alliance or helping alliance, comes from the
healthcare domain. Working alliance is a relationship framework between a healthcare provider,
whether that be a therapist, doctor, nurse, and so forth, and their patient or client, in which the
former works to make beneficial changes in the latter’s life, sometimes with the latter’s assistance.
Bordin [5] describes working alliance as being composed of the following: an agreement on goals
of treatment, an agreement on the tasks to reach those goals, and a positive bond between thera-
pist and client. This definition has been widely adopted in the field of occupational therapy and
commonly cited in current literature on therapeutic relationships.

Although the concept comes from the context of healthcare, it has been argued that this
framework should be applied more generally to various types of human-robot interactions as
well [71]. For the context of human-robot teaming in the work place, Wilson et al. [70] present
an analogous relational enhancement framework for the human-robot working relationship. The
framework is composed of three interacting components, similar to those of the working alliance:
efficiency—the maximization of production given available resources, solidarity—having shared
goals and understanding of how each member can contribute to achieve the goals, and pro-social
concern—attention and positive actions toward agents affected by the team’s work. Note that
this final point, which emphasizes a positive bond between the human and robot, shows that
working alliance does not deter attachment formation. Indeed, working alliance would require
human-robot rapport building [71]. However, this positive bond and rapport would serve and
empower the person.

We propose that people enter working alliance relationships with social robots, especially in
the assistive robotics domain, as opposed to other attachment-inducing relationships. Working
alliance is based on a foundation of beneficence to the person and focuses on transparency about
how those benefits can be reached. Note that working alliance is not primarily concerned with
performance, but with beneficence. As discussed above, there are findings [73] that suggest that
emotional attachment to robots can lead to better team performance; this new approach doesn’t
contest that, but rather suggests that team performance might not be appropriate in serving as an
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ultimate or sole goal for human-robot interaction. Analogously, personal relationships between
therapists and patients are regarded as a negative, and are in fact prohibited through various codes
of conduct, even though they might in the short term and on the surface expedite some therapeutic
interventions. From the attachment benefits stance, the point of working alliance is not in making
human-machine interaction more natural or increasing acceptance of the robot technology, but
encouraging positive change in the person.

Working alliance with a robot also has the advantage of avoiding deception (for an in-depth dis-
cussion of deception in HRI see [57]); by definition, the relationship would include an agreement
of how to achieve certain goals and what it would entail to get there. This ensures an understand-
ing of what the human-robot interaction involves, including what social capabilities and behaviors
the robot would use to help reach those goals, for example, what behaviors the robot would use
for persuasion, encouragement, accountability, and so on. Thus, working alliance is a relationship
entered purposefully and upon deliberation. For people who are unable to reason about the re-
lationship with the robot and enter such agreements, for example, due to diminished cognitive
capacities, additional safeguards could be adopted, as explained in the subsections below.

4.2 Mediators Not Companions

Beyond reducing potential harm through coercion, our scenarios also describe harm being brought
on by robots being the sole other in relationships with users. Our second scenario depicted a
child growing very attached to her robot in isolation from other people, such that when the robot
also expressed affection to her friend, she felt betrayed and simply tossed aside the robot entirely.
Moreover, in our third scenario, the elderly dementia patient’s social interaction was primarily if

not solely with his social robot. Both of these situations show harm coming from the robot being
a sole, isolating figure in these social dynamics [56]. For robots that have social capabilities, there
must be a way to have their social interactions not isolate users. Our examples refer to children
and the elderly, populations that are especially vulnerable to these kinds of social dynamics, but
the phenomena described can happen to and affect the general public as well.

A complementary approach for mitigating the risk of problematic attachment relationships be-
tween people and social robots is to think of social robots primarily as mediators of human-human
interactions and only secondarily as companions to humans. Mediator robots are ones that encour-
age and support interactions between people in both therapeutic and non-therapeutic settings.
Chita-Tegmark and Scheutz [15] review the emerging literature on this field. The focus of this
type of robot design is not on the dyadic relationship of the person and the robot, but instead
on the facilitative effects that the robot can have on interactions between people. The purpose
of the robot would then not be to first and foremost offer companionship, but rather to optimize
the ways in which people offer companionship to each other and to strengthen their attachment
relationships.

This shift in focus could have several beneficial outcomes. First, the robot would run less of a
risk of replacing human relationships [18], even if the person were to become attached to it. By
definition, the robot’s role is to help aid with human-human interaction. If the robot is effective,
it will help enhance the relationships that people have with each other. While making a case for
robots as so-called “virtue friends,” Danaher claims that robots could allow us to outsource rela-
tional behavior that may be too overwhelming for one person, and could serve as a remote avatar
to maintain a relationship given physical challenges like disability or distance [17]. Attachment
feelings toward the robot would more likely exist as a byproduct of helping with human-human
relationships. Similar ideas of robots complementing but not replacing human social roles have
been proposed by Seibt et al. [54].
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Second, the risks of deception and projection would be lower, especially for vulnerable individ-
uals (which is also emphasized in [57]), but also more generally for any user. We argue that robots
as mediators instead of companions can be a promising paradigm for addressing unintended or
unexpected deception, which is important to consider in addition to the one resulting from explic-
itly implemented behaviors [57, 67]. For example, children engaged in an interaction with a robot
and another adult could receive guidance from the adult on how to think of the robot and how to
interact with the robot. This would provide them with a more accurate sense of what the robot
is actually capable of, without overestimating the interpretation of its seemingly social behavior.
Similarly, people with cognitive vulnerabilities, such as dementia, could be guided away from com-
parable problematic beliefs about the robot’s emotional abilities by another person. Case studies
have shown that some seniors believe robots to be able to understand and share deep feelings
[65], which is a deception on the robot’s part. If a caregiver or loved one were part of the interac-
tion loop, they could help the person receiving care avoid the negative aspects of an attachment
relationship.

Finally, this shift in focus would eliminate much of the incentive to make the robot socially de-
ceitful, as different capabilities are needed to facilitate an interaction as opposed to being the other
half of one. For example, a robot that operates alone and is designed to persuade and encourage a
person to share their feelings with it would need to convincingly demonstrate a number of social
abilities, including empathy and understanding of what a person’s experiences entail. As the ro-
bot is unlikely to be able to actually do that, it would have to employ deceitful behaviors to trick
the person into thinking that it is more capable than it truly is. However, if the robot is instead
acting as a mediator to get someone to talk to another person (perhaps a professional) about their
problems, they would not need this deceit; it could be more transparent about its limited abilities
because it is only directing someone to talk to another person who truly can understand human
experience.

Studies are beginning to show that this facilitative mediator role of robots is both possible and
welcomed. Studies have shown that robots can be used to elicit and incentivize communication
between people [20, 36, 37, 72], encourage people to participate in interactions who would other-
wise be left out [61, 64], provide structure to social interactions [13, 30], and even help remedy
problematic interactions in both therapeutic [66] and non-therapeutic contexts [17, 59]. We see
these as encouraging, viable alternatives to the companionship-focused roles of social robots that
might have detrimental attachment outcomes. We believe that all social robots should use their
social behavior primarily to encourage healthy attachment relationships between people.

4.3 Capability Signaling and Smart Devices

In almost all of our scenarios, there is some aspect of the robots’ capabilities that make them seem
more intentional or capable than they actually are. The robot in the second scenario seems to
understand the child as she plays with it, and she believes it to be her friend when it cannot even
reciprocate a relationship. Our third scenario shows a cognitively vulnerable person believing a
robot with specific human-like features to actually be a human. The first scenario—by far that with
the simplest, non-social robot—even brings about attachment feelings as the mute robot appears
to be a hard worker deserving of a break. Each case describes deception brought on by the human
tendency to fill in the blanks between some human-like behaviors [57]. The propensity of robots to
elicit these types of projections from humans is at the basis of the proposal that socially interactive
robots are a novel ontological category that is and should be thought of differently than other
technologies [18].

The approaches thus far explored for avoiding problematic attachment relationships between
humans and robots have mainly focused on shaping how the robot conveys social cues, shifting
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the purpose of such social overtures from human-robot companionship to assistance through
working alliance and facilitation of interactions between humans. The last approach, which we
explore in this subsection, is instead focused on reducing, rather than modifying, human-robot
social interactions, chipping away at the features that put robots in a new ontological category,
and subsequently reducing the likelihood of problematic human-robot attachment bonds. There
are scenarios in which the risk posed by attachment outweighs the benefits, and instead of
steering toward ways to boost the positive effects of attachment while trying to minimize the
negative effects, it is better to try to avoid attachment at all. For these cases, we advocate the use
of features that promote attachment sparingly and accompanied by warnings, or not at all. For
example, each social robot could have an “emotional safety” mode of operation, featuring ample
warnings about its limited capabilities or extensive curtailing of social displays altogether.

One way of achieving this is by having the social robot continuously signal to the human that
it is a machine and it is incapable of reciprocating social emotions [52]. Additionally, the robot
could impart knowledge of how it works and the algorithms it uses to produce seemingly social
behaviors [29]. For example, the robot could elucidate what stimuli in the environment it detects
and how it is programmed to react to them. Supposing the example given by Turkle [65] of “making
eye contact,” the robot could explain how a face tracking algorithm deterministically dictates its
motion, rather than a desire to connect socially. The goal of this approach is for people to form
more accurate and less human models for interpreting the behaviors of assistive agents [10]. The
hope is that transparency could be used as a way to distance the human from the robot [29].

Transparency about how and why an agent/robot engages in certain behaviors is a central re-
search problem in explainable AI (XAI), a subfield of AI and HRI that highlights these different
signaling directions. In XAI, the goal is often to elucidate an AI’s complex decision-making process
in a way that humans can understand why it made the decisions or behaved the way it did. Some
researchers attempt to make their AI’s explanations and behavior rationalizations as human-like
as possible, even if the explanation does not reflect in any way the AI’s decision-making process
[19]. For situations where it is important to understand how the AI actually reached its decision,
this deceit could be quite detrimental. Other methods involve highlighting exactly what in the
input was relevant for the decision-making [51]; this approach remains more faithful to the actual
algorithm, and therefore more truthful as to what the AI is actually doing. It is easy to see how
these different types of explanations could scale to the embodied robots discussed in the above
scenarios and lead to different outcomes. In Scenario 4 with the weight loss coach robot, the robot
could give two potential explanations for why it is suggesting certain recipes: it could say, “I want
you to feel your best and reach your goals! Try this meal!” or it could say, “Based on your activity
data, I predict that you are hungry. Try this recipe, chosen from a database provided by my par-
ent company.” This latter explanation provides the person with transparency on what the robot
is actually doing; the former explanation suggests the robot is a teammate, potentially leading to
greater feelings of attachment and subconscious influence [73]. There is evidence that the way a
robot formulates utterances has an effect on people’s impressions both of the robot and of other
people [14, 40], but further research is needed to establish whether the robot would be successful
in signaling its machine nature in this manner.

It is possible, however, that cognitive and affective processes of attachment might operate in-
dependently and the latter might override the former [29]. Even though people may know at a
cognitive level how the attachment-inviting behaviors of the robot are generated, they might still
be influenced subconsciously into developing attachment bonds to the robot. The possibility of
developing attachments subconsciously is an argument for avoiding features that promote attach-
ment as much as possible. One option for avoiding robot features that encourage attachment is to
design smart devices and smart tools rather than embodied artificial agents for providing various
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types of assistance. For example, instead of robotic assistants for the care of people with severe de-
mentia, some have proposed the design of smart houses [47]. More research is needed, however, to
determine the tradeoffs between these two different approaches to design socially assistive robots
vs. smart tools.

5 CONCLUSION

The integration of robots into our social spheres is messy and complicated in many ways, and
attachment is no exception. There is no denying that even at our current levels of technology,
robots can elicit emotional reactions from humans. It is not so far off to think that these early
emotional reactions could develop into deeper, intense attachment bonds, especially when they
are present in our lives for an extended amount of time. Therefore, it is important to consider
what it would mean if humans formed attachments to robots.

In this article, we put forth hypothetical but plausible scenarios that explored instances in which
attachment to robots both benefited and harmed the people involved. The potential benefits of at-
tachment relationships with social robots included increased ease of interacting naturally with
robots, increased effectiveness and acceptance of a helper robot, a rewarding social companion to
supplement human relationships, and increased well-being of a person who could benefit from a
robot coach, tutor, or companion. Potential areas of harm included not using the robot’s full po-
tential to help with various tasks, the risk of a person forming a unidirectional emotional bond
that the robot will not be able to reciprocate, being deceived by the robot’s display of social behav-
iors with no understanding of what it is doing, and being influenced subconsciously by a robot to
which a person is attached.

After examining these scenarios, we put forth suggestions for robot designers that attempt to
maximize the benefits of social robots without invoking the negative effects that attachment to
robots may cause. We recommended the goal of developing working alliance relationships or me-
diator roles for robots rather than companionship roles, having the robot be transparent about its
abilities, or steering away from robots and toward smart devices. We believe that these alternatives
to designing for attachment alone can offer ways in which people can still reap the benefits that
social robots offer without experiencing the potential pitfalls.

Overall, we conclude that it is crucial for HRI researchers, technology developers, those with
power over the introduction of robots into people’s lives (employers, clinicians, teachers, parents,
etc.), and finally users of this technology to carefully weigh the risks and benefits associated with it.
Ultimately, as Huber et al. [29] point out, we have choices in how we want to relate to these robots,
as their establishment in our lives is not beyond our control but is rather an act of co-production.
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