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Abstract:
The most intriguing and ethically challenging roles of robots in society are those of collaborator
and social partner. We propose that such robots must have the capacity to learn, represent,
activate, and apply social and moral norms—they must have a norm capacity. We offer a
theoretical analysis of two parallel questions: what constitutes this norm capacity in humans
and how might we implement it in robots? We propose that the human norm system has
four properties: flexible learning despite a general logical format, structured representations,
context-sensitive activation, and continuous updating. We explore two possible models that
describe how norms are cognitively represented and activated in context-specific ways and
draw implications for robotic architectures that would implement either model.
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1. INTRODUCTION

The design and construction of intelligent robots has
seen steady growth in the past 20 years, and the in-
tegration of robots into society is, to many, immi-
nent (Nourbakhsh, 2013; S̆abanović, 2010). Ethical
questions about such integration have recently gained
prominence. For example, academic publications on the
topic of robot ethics doubled between 2005 and 2009
and doubled again since then, counting almost 200 as
of the time of this conference (Malle, 2015).

One set of ethical questions pertinent to robotics ex-
amines how humans should design, deploy, and treat
robots (Veruggio et al., 2011); another set of ques-
tions examines what moral capacities robots themselves
could have (and should have) so as to become viable
participants in human society. The latter set of questions
is often labeled “machine morality” (Sullins, 2011) or
“machine ethics” (Moor, 2006), and our contribution is
to this theme.

Considerations of machine morality are especially
important when we assess robots in collaborative rela-
tionships with humans. A collaboration can be defined
as a set of actions coordinated among two or more
agents in pursuit of joint goals. An agent’s pursuit of
joint goals (rather than merely individual ones) requires
several unique capacities, such as social cognition and
communication. Even more fundamental, however, col-
laborations rely on a norm system that the partners
share—a system that enables, facilitates, and refines the
collaborative interaction (Ullmann-Margalit, 1977).

As a social species, humans have become highly
adept at pooling mental and physical resources to
achieve goals together that they would never be able
to achieve on their own. From big-game hunting to
mass migration, from felling a tall tree to playing a
symphony—humans work cooperatively to create com-
mon goods. But cooperative work comes with risks,
because one partner might invest all the work and the
other partner might reap all the benefits. Economic
scholars have puzzled for a long time why such free-
riding is not more common—why people cooperate
much more often than they “defect,” as game theorists
call it, when defecting would provide the agent with
larger utility.

The answer cannot be that humans are “innately”
cooperative, because they are perfectly capable of de-
fecting. The answer involves to a significant extent the
power of norms. A working definition of a norm is the
following:

An instruction to (not) perform a specific or gen-
eral class of action, whereby a sufficient number of
individuals in a community (a) indeed follow this
instruction and (b) expect others in the community
to follow the instruction.

Why are norms so powerful? First, they increase the
predictability of other people’s behavior. In a norm-
guided society, any member can assume that other peo-
ple will abide by norms, which greatly reduces the
uncertainty over what actions they might perform. Sec-



ond, norms guide a person’s own action selection (espe-
cially when the optimal action is not easily determined)
because norms directly tag possible actions as desirable
or undesirable in the given community. Third, norms
improve coordination among collaborators. That is be-
cause a collaboration involves many requests, agree-
ments, and commitments that bind the individual to
a course of action. Public promises, for example, are
prototypical commitments to a norm: The declaration “I
promise X” imposes a norm on oneself to strive toward
X, which involves others’ expectations for the person
to strive toward X, the person’s desire to meet those
expectations, and the possible sanctions other people
may impose if the person fails to achieve X.

Norms appear to be indispensable for human social
life (Hechter and Opp, 2001; Ullmann-Margalit, 1977).
As a result, norms are likely to be indispensable for
robots in human societies as well, if we expect people
to perceive robots as suitable partners in effective, safe,
and trusting collaborations. But what would it mean for
a robot to have “norms”—whether moral norms (e.g.,
“do no harm”) or social norms (e.g., “shake hands when
meeting someone”)?

Any robot involved in physical tasks will have to
know a number of instrumental rules: if an object of
type F appears in area1, move arm and grab F. For
humans, too, physical tasks require rules—actions that
have high utility when certain preconditions hold. By
contrast, social and moral norms are rules that are not
directly dictated by a personal utility calculation (An-
drighetto et al., 2010), and often they are not as action-
specific as instrumental rules (e.g., “Be nice!”). More-
over, social and moral norms have other properties
that make them a unique challenge for cognitive and
computational examination: there seems to be an enor-
mous number of them but they are activated extremely
quickly; they are activated in highly context-specific
ways but also come in bundles; they can be in conflict
with one another but also can be adjusted; and they
are learned fast through a variety of modalities (e.g.,
observation, inference, instruction).

If our goal is to build trustworthy and morally com-
petent robot collaborators (Malle and Scheutz, 2014),
robots must have a computationally implemented norm
system. This is because humans will demand that a
robot collaborator grasps the norms of its community,
and humans will withdraw their trust and cooperation if
they realize that the robot does not abide by the same
norms as they do.

However, we currently do not know how to incor-
porate sophisticated norm processing into robotic ar-
chitectures. We therefore take initial steps toward a
cognitive-computational model of norms by delineat-
ing core properties of the human norm system, con-
trasting two models of a computational norm system,

and deriving implications for how robotic architectures
would implement such a norm system. Ultimately, we
will need to examine (1) how a cognitive system can
represent and store norms, (2) how and when it activates
and retrieves them, (3) how it resolves conflicts among
them; (4) how it can use them in decision-making and
action execution, and (5) how it can acquire them. Here
we will begin to address the first two points.

2. DEFINING NORMS

To begin, we introduce a general formulation of norms
as consisting of three elements: a context precondition,
a deontic operator (“obligatory”, “forbidden”, or “per-
mitted”), and an argument that can be either an action
or a state.

Specifically, let C be a context expression in a given
formal language L , and let O, F, and P denote the
modal operators, respectively, for “obligatory”, “forbid-
den”, and “permissable” (e.g., Oφ means “it is obliga-
tory that φ”). Then we can provide a general schema for
capturing simple norms as follows:

N =C→ (¬){O,P,F}{α,σ} (1)

The deontic operators can be analyzed cognitively as
follows. To represent an action or state as obligatory
[forbidden], at least three conditions must be met (Bic-
chieri, 2006; Brennan et al., 2013): 1

(i) The agent represents an instruction to [not] per-
form a specific action or general class of action.

(ii) The agent believes that a sufficient 2 number of
individuals in the reference community in fact
[do not] follow the instruction.

(iii) The agent believes that a sufficient number of
individuals in the reference community expects
others in the community to [not] follow the in-
struction.

Conditions (ii) and (iii) are important. During the
learning of a new norm and during continued appli-
cation of a familiar norm, the agent must be able to
update beliefs about what community members do and
what they expect of one another. If the agent notices
that few community members follow the instruction in
question (e.g., staying within highway speed limits),
then the instruction is weakened and the agent may no
longer treat it as binding. And if the agent notices that
few community members expect others to follow the
instruction (even though many of them still do), the

1 This is a cognitive definition of a norm, and it allows for an agent
to endorse an illusory norm—when all three conditions are met but
community members do not in fact follow the instruction and do not
in fact expect others to follow the instruction. If we want to model
and predict the agent’s behavior, however, we can still consider the
person to follow a perceived norm (Aarts and Dijksterhuis, 2003).
2 The threshold of sufficiency will typically be a majority but may
vary by norm type and community.
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Fig. 1. Four cognitive properties of the human norm system

instruction becomes optional and also loses its character
as a norm.

These features distinguish norms from goals and
habits, because the latter can hold even when individ-
uals completely disregard other community members’
actions or expectations. Consider the action of parking
one’s car nose-in (in parking lots with spots marked like
this: / / / /). If a majority of people perform this action
but nobody actually expects others to do it, the action is
a widely prevalent habit, not governed by a norm. And
if a particular agent performs the action but is unaware
that others expect him to (and they in fact do), then this
agent acts to achieve a goal but does not abide by a
social norm.

3. PROPERTIES OF THE HUMAN NORM SYSTEM

We propose that human norm systems have four major
properties (Figure 1). We first introduce each of these
properties and then significantly expand on the proper-
ties of representation and activation.

Property 1: Flexible Learning

The first property is that norm systems are learned
through a variety of means (e.g., conditioning, imi-
tation, observation, inference, and verbal instruction)
but are stored in a generalized format sketched above
(equation 1): as a representation of actions or states
(post-conditions), given contextual preconditions. A
more detailed treatment of how learning could be im-
plemented computationally requires a better under-
standing of how norms are represented in the first place,
and this is what we will attempt shortly.

Property 2: Structured Representations

The second property is that norm systems are encoded
using structured representations, systematically orga-
nized in at least three ways: vertically (as hierarchi-
cal layers of abstraction, ranging from action rules to
general values), horizontally (as bundles of covarying
norms tied together by the contexts in which they ap-
ply), and temporally (as “scripts” (Schank and Abel-
son, 1977) that prescribe normative action sequences
in a particular context, such as visiting a restaurant,
greeting a friend, or boarding an airplane).

These organizing principles reflect actual features
of the world. Because preconditions covary in real-

world contexts (otherwise distinct contexts could not
even be recognized), activated norms will also covary
as bundles within contexts (horizontal organization).
Likewise, because the human action planning and ex-
ecution system is organized hierarchically and tempo-
rally, norms that guide such action will incorporate this
organization as well.

The structured organization of norms is likely to have
far superior processing characteristics than the simplest
alternative—(long) lists of singlet norms. That is be-
cause norms can be thought of as nodes in a mem-
ory network, and we know that structured organiza-
tion of memory representations have significant advan-
tages in memory accuracy, efficiency, and speed of re-
trieval (Bower, 1970).

Property 3: Context-Sensitive, Bundled Activation

As a third property, we suggest that specific contexts
rapidly activate norms as connected bundles. There
is evidence that norms are indeed activated in highly
context-specific ways (Harvey and Enzle, 1981; Aarts
and Dijksterhuis, 2003; Cialdini et al., 1991) and that
norm violations are detected very quickly (Van Berkum
et al., 2009). These characteristics are responses to a
world in which a large number of norms exist but only a
small subset is relevant in any given context. The norm
system therefore must be both comprehensive in its
representational capacity and selective in its activation
patterns. These demands pose numerous challenges for
the computational implementation of a norm network,
so we will dedicate much of our subsequent analysis to
these challenges.

Property 4: Continuous Updating

The fourth property of the human norms system is that
the context-sensitive norm networks are continuously
updated—for example, when a new norm is learned
or a new context is added as a precondition to a pre-
viously learned norm. This makes the norm system
highly flexible when people encounter “mixed” con-
texts, mixed roles, or enter unfamiliar communities.
It also allows for rapid societal change—whether due
to natural events (e.g., climate change), technological
innovation (e.g., the internet), or collective preferences
(e.g., gay marriage).

Cognitively speaking, when a context is added as
an additional precondition for a given norm, the like-
lihoods of co-activation (bundling) among norms will
change because these likelihoods are a direct function
of the number of preconditions shared between norms.
How quickly the likelihoods change will depend on
general principles of the norm network. For example,
updating will be frequent if co-activation of two norms
instantly forms a direct connection between them. Like-
wise, updating will be frequent if equivalence between



contexts is loose (i.e., features that define contexts are
correlated both within and between contexts, rather
than figuring as necessary and sufficient conditions).

We now turn to the central portion of our paper:
an analysis of how norms, defined as context-specific
instructions, can be activated in bundles tailored to their
particular contexts.

4. CHALLENGES OF CONTEXT-SENSITIVE,
BUNDLED NORM ACTIVATION

We have argued that norms are activated in specific
contexts and as connected bundles. How can we account
for these characteristics? We first outline the logical
format of these bundles and then consider potential
computational models of how they are represented and
activated.

4.1 Logical Format

Expressed in the logical format of Equation 1, each
norm has a set of preconditions C that correspond to
contexts in which the norm applies (e.g., C→ Fφ ) or
in which the norm is specifically suspended (C → ¬
Fφ ). When a given situation Σ meets the contextual
preconditions C of a given norm, the norm will be
quickly activated. The critical open question here is
what “meeting the contextual preconditions” means.

Let fΣ be the set of features present in a given
situation Σ and let fC be the features that constitute the
preconditions C for a given norm. We hypothesize that
the degree of activation of the norm in a given situation
Σ will be a function of the number of features shared
between the situation and the preconditions of the norm
(e.g., | fΣ ∩ fC|, where | · | is the cardinality of a set,
possibly weighted and scaled by factors depending on
the contextual features and the norm). If this hypothesis
is correct, then all norms that have any f ∈ Σ in their
set of preconditions ( f ∈ C) will be activated to some
degree. We will call these co-activated norms in a given
situation Σ “norm bundles.”

Note that for two norms N1 and N2 in a norm bundle
it could be the very same contextual property fi ∈ Σ

that is in both of their norm preconditions ( fi ∈C1 and
fi ∈ C2). Alternatively, different features in the situa-
tion ( f1, f2 ∈ Σ) could activate different norms ( f1 ∈C1

and f2 ∈ C2, but f2 /∈ C1 and f1 /∈ C2). Hence, norm
bundles do not necessarily have to share any partic-
ular situational features, even when their constituent
norms are co-activated, as long as there are reliable co-
variations of situational features. From a computational
perspective the question then arises exactly how these
co-variations are represented; that is, whether norms in
norm bundles are represented in the human cognitive
architecture as connected directly with one another or
connected only indirectly, via the shared preconditions
between the norms and the situational features that trig-
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Fig. 2. Two models of how contexts can activate
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ger them. Hence, there are at least two different models
of how such covariation among norms in a norm bun-
dle can come about—models that specify in what way
norms are part of a “bundle” (see Figure 2).

4.2 Two Models of Norm Covariation

In a directly-connected network (Model DC in Fig-
ure 2), norms and their co-activation are represented
as nodes and edges in a mathematical network, where
each edge is given a weight indicating the strength
of association between the nodes (Harvey and Enzle,
1981), possibly built up through learning and repeated
co-activation. A given context (constituted by a fuzzy
set of features) activates a particular norm network in
part because the context activates some norms and these
norms activate other, connected norms.

Alternatively, in an indirectly-connected network
(Model IC in Figure 2), specific features (e.g., objects in
a scene) independently activate specific norms, and sets
of norms covary as bundles solely because the features
that activate them typically co-vary within contexts, not
because of direct connections among the norms them-
selves. In this more minimalist network, no additional
concept of a “context” (above and beyond an exten-
sional class of features) needs to be postulated. The



“affordances” of objects and properties in scenes suffice
to activate the right kinds of norms.

For example, holding the fork a certain way and
holding the knife a certain way while eating at the table
may be a connected pair of norms that is activated as a
bundle by the sight of a set table; alternatively, the fork
may activate its norm of use and the knife may activate
its norm of use, and the two norms are co-activated
merely because, in the real world, knives and forks are
typically co-present.

4.3 Different Empirical Predictions

Although both models account for “norm bundling,”
the two models make different predictions about norm
activation patterns in unusual situations. Consider a sit-
uation Σ (e.g., eating at a fine-dining restaurant) that is
normally constituted by a sufficient subset from the set
of features f1 to f6 and, if recognized as a particular
context C, reliably activates the bundle of norms N1

to N4, which all have C as their precondition. Now
suppose that the perceptual input is impoverished (e.g.,
bad lighting or intense noise), making only features f1

to f3 available in this particular case. According to the
directly-connected model, such an impoverished scene
would still be likely to activate the whole bundle of
norms, because even a few directly activated norms
would themselves activate other norms with which
they normally covary. By contrast, according to the
indirectly-connected model, norms are activated only
by specific features (e.g., objects) in a scene, and there-
fore the impoverished situation would elicit “incom-
plete” norm bundles—only those that are individually
activated by features f1 to f3.

Likewise, the models make different predictions
when a foreign object is embedded into a scene (e.g.,
a baseball in a fine-dining restaurant). According to
the DC model, a foreign object would have little effect
on the activated norms, because once an overall con-
text triggers its bundle of norms, any effect of specific
(additional) features would be drowned out (or at least
mitigated). Not so for the IC model, according to which
norms are activated individually by specific features
(e.g., objects) in the scene. The baseball in the restau-
rant would have a marked effect on the set of activated
norms, because people cannot help but bring to mind
whatever one may (or may not) do with a baseball, even
in a fine-dining restaurant.

4.4 Implications for Cognitive Robotic Architectures

Implementations of the DC model in cognitive robotic
architectures could be analogous to networks of spread-
ing activation (e.g., in the spirit of the declarative mem-
ory in ACT-R) where a given context (constituted by
a sufficient subset of features) will spread activation to
the norms that have this context as a precondition. As

mentioned, the norms in a given bundle need not have a
single precondition that is shared among all of them—
as long as some of the norms share some preconditions
with other norms and some subset of these partially
shared preconditions are present, the bundle will be ac-
tivated through spreading activation. The main advan-
tage of directly-connected norm bundles is that partial
matches or inaccurate perceptions may still be sufficient
to activate all norms in a bundle. This is because the
direct connections among norms within a bundle will
spread activation to each other, so as long as some of the
norms are immediately activated (e.g., through percep-
tions, inferences, etc.), the other ones will eventually
become activated as well. The main disadvantage of
directly-connected norm bundles is that some norms
might become inappropriately activated (i.e., without
there being a contextual feature to which the norm
applies), simply because direct linkages can drag one
norm along with another.

Implementations of the IC model, on the other hand,
do not require representational mechanisms such as
spreading activation, as all norms in a bundle will be
solely activated by the situational features that match
their context preconditions. Hence, the main advantage
of indirectly connected norm bundles is that the norms
are activated in close correspondence to situations and
their recognizable or inferable features. Such a network
need not engage in inferences about “contexts” as sepa-
rate constructs, because contexts are merely extensional
classes of features. Of course, if features are highly
correlated, such extensional classes could be learned
as higher-level categories, but they do not have to be
separately represented each time a norm is activated.
The main disadvantage of indirectly-connected norm
bundles is that acute and fast perceptual processes are
required that recognize all relevant objects and prop-
erties in the environment so as to activate their corre-
sponding norms (e.g., permissible ways of handling a
fork, a knife, a spoon, a napkin,...).

Critically, however, both models require ways to ar-
bitrate among activated norms that have mutually con-
tradictory implications. For example, norm N1 might
impose an obligation to do A while N2 might impose
an obligation to do B, yet either doing A and B is not
possible at the same time, or doing one of them will
undo prerequisites of the other in a way that the other
action can no longer be performed.

Deciding between the two models will also influence
the general logical form of norms. If there are direct
connections between, say N1 and N2 (above and be-
yond shared preconditions, i.e., context features), how
are these connections represented? Are they continuous
and/or probabilistic? And what implications does such a
representation have for logical reasoning on deontic op-
erators? If, on the other hand, there are no connections



Fig. 3. Contexts (C1 to C4) and their features ( f1– f6)
that activate specific norms N1 to N4. Cells with

unique colors indicate co-activation of two or
more norms by a particular feature.

among norms themselves, can we completely charac-
terize norm networks as arrays of context features that
do or do not activate specific norms? We next explore
these possibilities in more detail.

4.5 What Would Constitute Norm Connections?

Figures 3 and 4 illustrate how quantitative predictions
for norm co-activation strength can be derived from
each model. Figure 3 shows a hypothetical norm system
represented in a table where rows index features f1–
f6 that constitute contexts C1 to C4 and columns index
norms that can be activated by these features. A cell is
1 if the corresponding norm is activated in the presence
of the feature (and 0 otherwise, but left empty in the
table for better readability).

According to the indirectly-connected model, the
strength of co-activation of norm Ni with N j, the
formula r f (Ni,N j), can be written as:

r f (Ni,N j) =
∑C ∑ f I( f ∈Ni∧N j)

∑C ∑ f I( f ∈Ni)
, (2)

where I(·) is the identity function that returns 1 when its
argument is true and 0 otherwise. According to equation
2, the strength of co-activation of Ni with N j is the
number of features (repeating features over contexts)
they have in common, normalized by the number of
features that are preconditions for Ni (again repeat-
ing features over contexts). For example, focusing on
context C2, feature f3 co-activates norms N1, N3, and
N4; feature f4 co-activates N3 and N4; and feature f5

co-activates N1 and N4. Features can reappear across
contexts, and this is illustrated above by the fact that
f3 and f5 also help constitute context C4. All these co-
activation patterns of norms, triggered by features, lead
to the feature-level co-activation matrix on the top table
of Figure 4.

According to the directly-connected model, what
counts are not feature-level co-activations but context-
level co-activations. Contexts, latent factors inferred
from slightly varying sets of features, activate their

Fig. 4. Computation of norm co-activation at the level
of features (top table) and at the level of contexts

(bottom table).

norms as a set, with some norms activated by already
activated other norms, not by features. Thus, accord-
ing to the directly-connected model, the strength of
co-activation between norm Ni and N j, the formula
rc(Ni,N j), is:

rc(Ni,N j) =
∑C I(∃ f ∈C : f ∈Ni∧ f ∈N j)

∑C I(∃ f ∈C : f ∈Ni)
. (3)

According to equation 3, strength of co-activation is the
ratio of the number of contexts where both Ni and N j

are applicable to the number of contexts where Ni is
applicable. For example, f3 and f4 would be taken as
sufficient evidence for the presence of C2, and C2 would
activate, as a set, N1, N3, and N4. No matter which
features in a scene allow a given context to be inferred,
all of its norms (the norms that have that context as
a precondition) are activated, and co-activation among
these norms leads, over time, to norm interconnec-
tions. Those are represented as context-level connection
strengths (again normed against number of norm occur-
rences) in the bottom table of Figure 4.

We see that the two matrices are quite different,
so they should in principle be empirically distinguish-
able. Mere feature-caused co-activation predicts far
smaller co-occurrence frequencies than context-caused
co-activation with subsequent connection formation. If
we can measure such norm co-activations (and we are
currently developing a paradigm to do so), we have
yet another way of arbitrating between the two models,
which would teach us about the underlying principles
of human norm networks and provide benchmarks for
corresponding norm networks in robotic architectures.

We should add that the two models DC and IC
also make different predictions about the process of
norm updating (Property 4 mentioned earlier). When
a context is added as an additional precondition for a
given norm, the DC would predict that this norm soon
picks up new connections with other norms, because the
co-activation (bundling) likelihoods among norms are a
direct function of the number of shared preconditions



between norms. According to the IC model, by contrast,
the norm co-activation pattern changes more slowly,
and only to the extent that the pattern of feature co-
occurrences changes.

Clearly, a number of hybrid models could be con-
structed a well. For example, one model could al-
low norm-to-norm interconnections without postulating
contexts as latent factors inferred from features. In this
case, features directly cause norm co-activation and
thereby cause formation of real norm interconnections,
so norms could also be activating each other (e.g., f4

→ N4 → N3). The problem that arises for a network
with these characteristics is that norms could activate
other norms that are not appropriate for a given context.
Consider C1 in the example norm system of Figure 3.
If f1 → N3 and, because of the strong interconnec-
tion r f (N3,N4), also f1 → N4, then the norm N4

is activated in C1 even though, by assumption for this
example network, it shouldn’t be active in this context.
Thus, the model may have to incorporate inhibitory
connections in addition to excitatory connections—
which would then lead to interesting new predictions.

This highlights the general question of how the hu-
man norm network cognitively instantiates an intuitive
requirement: that contexts reliably activate the “right”
bundle of norms, not just some bundle of previously
co-occurring norms. Achieving this reliability is made
difficult by the fact that contexts are likely to show
fluctuation in the specific set of features that instantiate
a context in any particular case. A DC network relies
on inferred context categories built right into the cog-
nitive system, which creates robust invariance across
feature fluctuations (because the learned norm-to-norm
interconnections maintain the identity of context cate-
gories). An IC network would be far more sensitive to
feature fluctuations. Every time a new feature combina-
tion emerges, it triggers a slightly different set of norms.
So equivalence classes for what is the “same context”
would be difficult to form. But because the IC model
does not rely on abstract context representations and
instead responds to natural, complex feature intercor-
relations (that may, in reality, constitute true contexts),
the reliability and invariance of the norm network is a
direct function of the reliability and invariance of the
world itself—the more the world fluctuates, the more
an IC network offers finely adjusted sets of activated
norms.

4.6 In Dictu Norm Activation

So far we have analyzed norm activation in situ—that
is, in real-world situations that offer a rich array of fea-
tures, which can constitute contexts. But norm activa-
tion (and indeed, norm learning) often occurs in dictu,
when one person tells another person to (not) act in a
certain way “in church” or “when adults are around”

or “when somebody just experienced a loss”. What
would the indirectly-connected model say about such
situations? Where are the specific features that would
trigger the specific norms? Is this not a case in which
contexts are like latent factors that directly trigger a
bundle of norms that have become interconnected?

This situation does not actually cause a problem for
the IC model. A minimalist model about norm intercon-
nections does not have to be minimalist about concept-
feature and feature-feature interconnections. It would
be strange to deny, in light of the semantic network and
category literature, that concepts such as “in church”
could not activate a large number of features that then
directly activate norms. The idea that context categories
directly activate norms is in fact less plausible because
the fuzziness of categories such as “in church” (in
the physical building? in a cathedral? during mass?)
doesn’t easily select for specific bundles of norms. The
addressee would have to disambiguate the vague cate-
gory (either in their own mind or by asking questions)
and thereby “fix” the relevant features, which in turn
would activate relevant norms.

4.7 Context and Structured Organization

We have illustrated how context interacts with the
horizontal structural organization of norms—their di-
rect connections or indirect co-activation patterns. Con-
text can also exert a powerful influence on norm activa-
tion by means of vertical (hierarchical) structures in the
norm system. When planning to go to a business meet-
ing, for example, abstract norms such as “be respectful”
might be activated merely by thinking about the meet-
ing in advance. “Be respectful” by itself does not have
specific action instructions, but when a moment arises
in which a business partner says something obviously
incorrect, the norm may translate down the abstraction
hierarchy into a concrete instruction to remain quiet or
to be expressly hesitant in one’s correction.

Context categories can also exert a powerful influ-
ence on norm activation by means of temporal struc-
tures. Driving up to the restaurant and reading the
”Valet Parking” sign triggers a normative sequence of
actions (parking the car at the sign, greeting the valet,
passing the key, accepting a number tag, etc.). The
activated norm may “reel off” a series of sequential in-
structions that are associated with one another, not nec-
essarily as norm interconnections but as well-practiced
action interconnections.

5. SUMMARY AND CONCLUSION

For a robot to become ethical it will need to have a
norm capacity—a capacity to learn, represent, activate,
and apply a large number of norms that people ex-
pect one another to obey and, in all likelihood, will
expect robots to obey. To build such a norm capac-



ity we will need to make critical decisions about how
such a norm system is organized and implemented in
the robot’s cognitive architecture. We have focused on
the contrast between two models of how such a norm
system might be organized—as directly or indirectly
connected networks—and illustrated some of the ques-
tions that this contrast raises. At the same time, we
have set aside countless other questions. For example,
in designing a robot’s norm network, how would the
specific norms that apply within a community, as well
as their triggering contexts, be identified? How would
a computational norm network handle norm conflict—
that is, cases in which features in a given situation
activate norms with contradictory action instructions or
incompatible state goals. And exactly how can a system
expand and refine its norm network without suffering
from serious interference among its norms? Despite the
many unanswered questions, we hope that delineating
key properties of the human norm system and beginning
to analyze logical and computational characteristics of
this system will prove fruitful in the endeavor to make
robots socially and morally acceptable participants in
society.
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