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Abstract 
Certain stimuli in the environment reliably, and perhaps in-
evitably, trigger human cognitive and behavioral responses.  
We suggest that the presence of such “trigger stimuli” in 
modern robots can have disconcerting consequences.  We 
provide one new example of such consequences: a reversal 
of a pattern of moral judgments people make about robots, 
depending on whether they view a “mechanical” or a “hu-
manoid” robot. 

 Introduction   
A goose that sees a hawk-shaped silhouette in the sky will 
protect itself, responding inevitably to a reliable indicator 
of threat (Lorenz and Tinbergen 1938). Infants who ob-
serve an object that has eyes will follow its “gaze,” re-
sponding inevitably to a reliable indicator of mental agency 
(Johnson, Slaughter, and Carey 1998). Adults who look at 
two lines angled toward each other will experience an ob-
ject as larger when it is placed closer to the narrow end of 
the two lines than when it is placed closer to the wide end 
of the two lines (Müller-Lyer 1889). (See Figure 1.) 
 

 
Figure 1. Examples of “Trigger Stimuli”: for Geese’s Protective 
Behavior, Infants’ Agency Perception, and Adults’ Line Length 

Estimation (From Left to Right) 
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 These and many more examples illustrate that certain 
stimuli can trigger inborn or early-learned cognitive and 
behavioral responses that are nearly impossible to avoid. 
Such “trigger stimuli” often occur in nature (such as hawks 
or eyes), but human culture and technology have replicated 
many of them, thereby allowing artifacts to serve as trig-
gers of those very same unavoidable responses—such as 
furry balls with glass eyes in experiments, perspectival 
drawings, and the entire animation industry.   
 Likewise for the robotics industry. Robots are artifacts 
with an unprecedented potential to similarly trigger such 
unavoidable responses: through their appearance, move-
ments, voice quality, facial expressions, and communica-
tive signals. Indeed, converging evidence in human-robot 
interaction (HRI) research points to many such triggering 
effects, and as robot design becomes more sophisticated, 
many more of these effects will be documented. 

Effects of Humanlike Appearance 
The most powerful stimulus in robotics is not a single fea-
ture but rather a nexus of features: human-like appearance 
(Złotowski et al. 2014). The co-presence of trigger stimuli 
such a limbs, head, eyes, facial features, etc. will lead to a 
wide array of inferences about a humanoid robot’s “capaci-
ties”—as more intelligent, more autonomous, and as hav-
ing more mind (Eyssel et al. 2012; Broadbent et al. 2013; 
Bartneck et al. 2009; Walters et al. 2009). Humanoid ro-
bots can also elicit ingroup bias (Eyssel and Kuchenbrandt 
2012), cheater detection (Litoiu et al. 2015), and spontane-
ous visual perspective taking (Zhao, Cusimano, and Malle 
2016). There are well-known boundaries to these kinds of 
inferences—the “uncanny valley” of discomfort with over-
ly humanlike robots that may stem from contradictory evi-
dence: some trigger stimuli in the robot promise properties 
that other observed behaviors clearly deny (Kätsyri et al. 
2015). 

144



 Despite these boundaries, however, the array of “inevi-
table” reactions humans have to robots is wide and only 
partially understood. An unconcerned approach to robot 
design would simply collect these reactions as they emerge 
from robots being distributed in society, and add them to 
the list of curious human responses to technology. We be-
lieve such a wait-and-see approach would be irresponsible.  
Some of the inevitable responses that humanoid robots 
elicit in humans are costly and consequential. The emo-
tions humans feel when seeing certain facial expressions 
can make them vulnerable to manipulation; the attach-
ments humans form when being promised loyalty and af-
fection by a robot can make the person vulnerable to loss 
and grieving; and the trust in a machine that appears intel-
ligent and autonomous may be shattered in a dangerous 
situation outside the robot’s programmed scope of action. 

Moral Judgments of Robot Behavior 
Morality is a consequential domain of human thought and 
action that is beginning to receive attention by the HRI 
community. It may even be the most consequential domain 
yet for the impact of appearance on triggered psychological 
responses. Human communities rely on its members to 
learn, apply, and enforce moral norms so that mutual trust 
and predictability can secure cooperative interpersonal 
behavior (Joyce 2006). If (or when) robots become more 
involved in human communities, moral norms will apply to 
robots as well; and so may numerous associated social 
practices of admonishing, blaming, apologizing, and for-
giving (Malle 2015). But will the look or sound of robots 
influence the way humans treat robots in moral terms? Will 
different norms apply to human-looking robots? Will they 
be punished more or less than other robots? We are con-
cerned that this may well be the case if we do not actively 
anticipate or perhaps intervene in the potential triggering 
effects of humanlike appearance.  
 There is growing evidence that people are quite willing 
to extend moral judgments to a robot (Briggs and Scheutz 
2014; Kahn, Jr. et al. 2012; Monroe, Dillon, and Malle 
2014). Recently we found the strongest evidence to date 
for humans to systematically blame robots as a function of 
actions and mental states in much the same way as they 
blame humans (Malle et al. 2015). The situation involved a 
moral dilemma modeled after the classic trolley dilemma 
(Thomson 1985; Greene et al. 2001). Such dilemmas typi-
cally involve a conflict between obeying a prosocial obli-
gation (e.g., saving people who are in danger) and obeying 
a prohibition against harm (e.g., killing a person in the at-
tempt to save those in danger). In our experiments, people 
held the robot responsible for its decision to resolve the 
dilemma, whether it decided to intervene and sacrifice one 
for the good of many or decided not to intervene and 

thereby allow four people to die. However, the data also 
revealed an asymmetry in people’s judgments of human 
and robot agent. People considered a human agent’s inter-
vention (i.e., sacrificing one life while saving four lives) 
more blameworthy than a nonintervention; conversely, 
they considered a robot agent’s nonintervention more 
blameworthy than an intervention. 
 In yet more recent experiments (Malle et al. 2016) we 
examined the role of robot appearance in this moral judg-
ment context. In the initial studies we had introduced the 
robot only verbally, as an “advanced state-of-the art repair 
robot” (and compared it to a human repairman in exactly 
the same situation). To clarify what mental model people 
actually had of this “robot,” our latest experiments present-
ed people, in a between-subjects design, with either a me-
chanical robot or a humanoid robot (see Figure 2) and used 
identical verbal descriptions of the robot, the dilemma sit-
uation, and the robot’s decision.  Something rather remark-
able happened: People showed the same human-robot 
asymmetry in their blame judgments as in the previous 
(text-based) experiments when they viewed the mechanical 
robot, but this asymmetry disappeared when they viewed 
the humanoid robot. The latter elicited a pattern of blame 
judgments parallel to that for humans: more blame for in-
tervention than nonintervention.   
 

 
Figure 2  Illustrations of a Mechanical Robot and a Humanoid 

Robot as Used in a Moral Judgment Experiment  

 

Whichever decision (intervention or nonintervention) one 
might favor in such a moral dilemma, it seems disconcert-
ing that a mere drawing of a humanoid (vs. a mechanical) 
robot is sufficient to reverse a pattern of blame judgments 
about a life-and-death decision. Apparently, the mental 
model activated by one robot (a mechanical one) maintains 
a distinction in people’s minds between human agent and 
robot agent; but the mental model activated by another (a 
humanoid) robot somehow eliminates this distinction. We 
don’t know yet the exact psychological mechanisms that 
make people reluctant to intervene (for one hypothesis, see 
Greene et al. 2001) and the mechanisms that make people 
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blame an intervening human agent more strongly; nor do 
we know the exact mechanisms that make people switch 
their moral assessments in the presence of a simple illustra-
tion. We also don’t know how robust these variations are, 
say, in the face of life-size robots or in response to explicit 
instructions about the mechanical nature of the humanoid 
robot despite its deceptive appearance. But we better find 
out, through systematic empirical research, so we can pro-
vide robot designers with the necessary insights to get a 
handle on a potential appearance-morality confusion.  
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