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Abstract

The concept of “believability” (of an agent) is difficult to pin
down, making its value questionable for experimental design,
quantitative empirical evaluations, and explanations of peo-
ple’s perceptions of agents in general. We propose to replace
“believability” with a set of finer-grained notions based on
people’s attitudes that are better suited to these uses. Based on
our analysis, we demonstrate an experimental methodology
to evaluate subjects’ attitudes toward robot affective states,
one which allows us to get at various aspects of believability
that would be difficult to achieve with more coarse-grained
notions of believability.

Introduction

Over the last decade we have witnessed a rapidly growing
interest in computational systems that can interact with hu-
mans in ever more sophisticated ways. Notably, social in-
teractions in immersive environments and (in some limited
form) with robots have increasingly attracted the public’s at-
tention.! At the center of many of these social interactions
lies the capacity of agents for affect production and recog-
nition, without which social interactions would be meager
indeed. Research in affective computing has specifically fo-
cused on studying various forms of affect and their effects on
human-artifact interactions: in “believable synthetic charac-
ters and life-like animated agents” (Bates, Loyall, & Reilly
1994; Hayes-Roth 1995; Lester & Stone 1997), “pedagogic
and instructional agents” (Gratch 2000; Shaw, Johnson, &
Ganeshan 1999; Conati 2002), “robots” (Veldsquez 1999;
Michaud & Audet 2001; Breazeal 2002), and models of
“human cognition” (Eliott 1992; Gratch & Marsella 2001;
Hudlicka & Fellous 1996).2

In our own work, we have been particularly interested in
studying the utility of affect in the context of human-robot
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'This public interest is witnessed by the escalating
numbers of subscribers to massively multiplayer online
games (MMOGs) — in excess of 12 million in 2006, see
HTTP://WWW.MMOGCHART.COM/ — or the types of interactions
people report with their AIBOs (Friedman, Jr., & Hagman 2003).

2This list is only a brief excerpt of the recent literature and by
far not complete, see also (Trappl, Petta, & Payr 2001; Hatano,
Okada, & Tanabe 2000; Pfeifer 1988).

interactions (Scheutz et al. 2007). Areas of research we
have focused on include the definition of affective architec-
tures (Scheutz et al. 2005; Scheutz 2002a), the systematic
exploration of their properties in simulations (Scheutz 2004;
Scheutz & Schermerhorn 2004) and the evaluation of the
potential for affect to improve interactions in human-robot
teams by means of human subjects experiments (Scheutz et
al. 2006). Our long-term goal to develop “affect-aware”
robots is based on our conjecture that by being, in some
sense, “affect-aware”, robots will become more intuitive and
predictable to people, e.g., by allowing humans to apply to
robots the usual mental models they use for predicting the
behavior of other humans and living creatures (cp. to (Pow-
ers & Kiesler 2006; Powers et al. 2007)). In other words, we
aim to define robotic architectures whose generated behavior
makes sense to humans, and we take the integration of affect
into human-robot interactions as a crucial step in making
robots behave in a way people find believable (Bates, Loy-
all, & Reilly 1994; Lester & Stone 1997).

The notion of believability, however, turns out to be a
double-edged sword for our work: it is useful insofar as
it allows us to frame our research program as above. It is
problematic, however, insofar as it is an unanalyzed notion
— despite various efforts to define it, there is currently no
proposal that spells out what is meant by “believability” in a
way that this notion could play a definite role in experimen-
tal design, quantitative empirical evaluations, and explana-
tions.’

The aim of this paper is thus to replace a single unana-
lyzed notion of believability with a set of finer-grained no-
tions that can figure prominently in causal explanations of
human behavior and attitudes and, furthermore, lend them-
selves to empirical investigations and tests. The paper is

3There are several attempts to get clear on what “believability”
should refer to. For example, Lester and Stone define believability
as “the extent to which users interacting with an agent come to be-
lieve that they are observing a sentient being with its own beliefs,
desires and personality” (Lester & Stone 1997). While their defini-
tion is a step in the right direction — for believability refers directly
to the “users” rather than to some property that inheres in the artifi-
cial agent — their definition is both too strong—believable behavior
does not require the ascription of intentional states to the artificial
agent—and too narrow—by “believable”, we mean a number of
other phenomena as well .



organized as follows. We will begin by providing further
background for this discussion so as to motivate better our
subsequent analyses and proposals. Next, we will argue that
“believability” should be reduced to an analysis of human at-
titudes and we will propose a multi-dimensional framework
for defining attitudes that capture systematically the diverse
references of “believability.” From there we will proceed
to a discussion of results from experiments that show how
our research has both instigated the development of these
analytical tools and how they are applicable in the context
of human-robot interaction (HRI). We will conclude with
some observations about contending with “believability” in
experimental and explanatory settings. While our discus-
sion refers predominantly to work done in affective HRI, it
is hoped that our theoretical contribution will extend to arti-
ficial characters in general.

Constraining and enabling factors in affective
HRI studies

There is an intrinsic tension between factors that constrain
and enable the study of affect in robots and affective interac-
tions of robots with humans. Given that we are interested in
studying interactions, we need to examine the two key con-
stituents, the robotic architecture that brings about “affective
robot behaviors” and the human affect system that responds
to those behaviors:

Factor 1: Affective Robotic Architectures

la Programming robots to produce very limited behaviors
that observers would describe as “affective” has been
mastered some time ago in narrow domains. Even off-the-
toy-store-shelf robots such as “My Real Baby” or “Fur-
bie” do little more of interest than this.*

1b Research in the affective sciences (psychology or neuro-
science) is often difficult to relate to computational archi-
tectures, providing little guidance for systems designers
for integrating affective mechanisms into their cognitive
architectures. One consequence of this disconnect is that
researchers in affective HRI might have to contend with
robots which, in all likelihood, do not have the emotions
which some of their behaviors might seem to express.’

Factor 2: The Human Affect System

2a Appropriately-programmed robots which can (sponta-
neously) produce affective behavior should be able to re-
liably provoke involuntary affective responses in unsus-
pecting humans given how the human affect system has
evolved and works (i.e., that some emotional reactions,

* Analogously, in current video games, it would be surprising
to encounter a computer-generated monster which did not act very
upset when the player directs her avatar to stick her sword in its
leg.

Some may argue that they have designed systems that actually
do have emotions of a particular type, see (Scheutz 2002b) for a
discussion. Whether they do or not, it seems clear that we have not
yet arrived at a point where human-robot interactions between two
genuinely emotional agents are the norm.

for example, are automatic, reliable, and difficult if not
impossible to suppress).

2b Cognitive responses in humans to a robot’s affective
behavior can vary greatly, from ascribing emotions to a
given robot, to adamantly refusing to do so. There is a
variety of other attitudes humans may adopt in the course
of their interactions with a given robot and both the short-
term and long-term consequences of these cognitive re-
sponses, or attitudes, are significant.

Factors 1a and 2a in the above categorization are enabling
factors for human-robot interactions. In fact it is the con-
junction of our capacity for programming a robot to display
affective behavior and the reliability of the involuntary affec-
tive responses in humans which make the study of affective
HRI a possibility today.

Factors 1b and 2b, on the other hand, are constraining
factors. Factor 1b is a constraint which could be lessened
only through important advances in the various contributing
fields. Factor 2b, however, is more tractable. What makes
2b a constraint is that human attitudes towards the affective
behavior of robots simply have not been studied in enough
detail; were they better understood theoretically and empir-
ically, 2b could be an enabling factor in affective HRI stud-
ies, as the researcher would be able to control for certain
attitudes and focus on others. Indeed, they may be able to
implement aspects of a theory of human attitudes in HRI in
future artificial cognitive architectures.®

An analysis of human attitudes towards the affective be-
havior of robots could go a long way in addressing one of
the central concerns of this conference, namely, how to de-
velop compelling, realistic, or believable artificial charac-
ters. When distinguishing believable from unbelievable ar-
tificial characters, it is clearly not enough to focus on the
ingredients and recipe we use to generate them. “Believ-
able” refers to an intrinsically relational property, a ternary
relationship to be precise: whether or not an artificial char-
acter is believable depends on the ones who would find it
so as well as the context of the interaction (as we will argue
below).

Human attitudes in affective HRI studies

Even if we accept that questions about the believability of
an artificial character presuppose critical questions about the
epistemic attitudes of the humans interacting with them’, an-
other important problem still remains: whether questions of

®Note that this sort of step is already being taken in qualitative
studies. For example, Turkle (Turkle 2006) has been studying the
relationships elderly in a nursing home develop with robot com-
panions after they have been abandoned by their children or are
suffering from loneliness. What makes that particular subject pool
interesting is that we can fairly well predict what their attitudes
will be towards the robot. In contrast, running HRI experiments in
a university where the subject pool consists of students will most
likely introduce a variety of different attitudes, which in turn could
become confounds in a given affective HRI study, or have averag-
ing effects that fail to isolate interesting interaction properties.

"In this discussion, we have, partly in the interest of generality,
not treated in depth the remaining questions about the role of envi-
ronmental context in determining interactions. This will have to be



the form “do people believe a given agent’s affective behav-
ior” or “do people find a given agent’s affective behavior
realistic” are adequately posed for the purpose of receiving
empirical answers in HRI studies. As they stand, we do not
think they are.

Analysis

Consider the following scenario. An HRI researcher inter-
ested in answering these questions designs a simple experi-
ment for this purpose. What she would like to know in this
experiment is if certain affective behaviors produced by a
robot change the level of arousal in humans during short-
term interactions. Her sample is drawn from the student
population at her university. As it turns out, some of her test
subjects have never interacted with a robot before. Others
have had significant exposure to robots, say through courses;
some have even built them. Of course, the researcher may
well find an effect using such a sample. But suppose, while
reviewing the data, it also becomes evident that the subjects
who showed no significant change in arousal during the trial
also happened to have had experience with robots. The util-
ity of the finding would become less apparent. Such a pat-
tern in the data would suggest that the effect may disappear
during sustained interactions or in the course of habituation
to robots.

Insofar as this is a plausible scenario, it would support the
claim made above that attempts to measure objectively how
compelling or believable a robot’s behavior is will run across
this problem: namely, that any such attempt will be mediated
by the attitude of the human upon entering the interaction
and the dynamics of the human’s attitude across interactions
or during sustained interactions.

However, suppose the researcher found the means to se-
lect populations according to their attitudes towards robots.
Hence, she runs the experiment on a sample taken from a
population consisting of people who are naive about robots
(or perhaps about artificial affective agents generally); and
she runs it on a sample taken from a population consisting
of hardened robotics researchers. She finds a strong effect
among the first population and an insignificant effect among
the second (or perhaps whatever arousal that occurs in the
second population is attributable to another predisposition,
such as in interest in robot technology).

Would we be justified in concluding that members from
the first population generally believe the robot’s affective
behavior whereas those from the second population do not?
The answer should be “yes” and “no” in both cases. Infer-
ring from the presence of the effect that the population is
also disposed to believe that the robot is emotional would be
unjustified. A robot’s cry for help may provoke an emotional
response in a given individual at the same time as she does
not believe that the robot is capable of any emotion whatso-
ever.

Furthermore, what would it mean to claim that the hard-
ened robotics researchers do not believe the robot’s affec-
tive behavior? Would it mean that they do not think that if
a human were to display affective behavior identical to the

done in future work.

robot’s, then it would not be a genuine expression of emo-
tion? If so, then the claim would be false. Clearly, an indi-
vidual (say, the robot’s programmer) could believe that the
robot’s cry for help is realistic while experiencing no emo-
tional response when she hears it.

Four Attitude States

The purpose of these two counterexamples is to argue that
we need a finer-grained analysis of human attitudes; to di-
vide them into “disposed-to-believing” or not is simply too
coarse-grained, and potentially misleading, to be of any use
in actual practice. That said, it takes counterexamples to
suggest analytical refinements. Below we will suggest a
four-way division of human attitudes in affective HRI. Note
that our schema, at this point, is intended as a heuristic. If it
gives rise to different or subtler analyses in the future, then
it will have served its purpose.

Al. Receptivity. A human attitude in affective HRI can be
defined according to whether or not the human is disposed
to allow that the robot could produce an affective behavior.
Receptivity is not essentially cognitive (although one might
gain cognitive access to it). To use a computational simile,
the receptive state is as when a system waits for input, which
needs to have a particular structure. The sense in which
this state is characterized as receptive is very weak. All that
needs to obtain is that the human tacitly holds that it is possi-
ble that the robot produces an affective behavior. Thus, it is
not the case that a human is not in a receptive state whenever
she is surprised by, say, a robot’s cry for help. Suppose she
heard a cry for help in a distant room without realizing there
was a robot in there. Upon entering the room, she checks
around for the source of the cry. She sees that there is a cof-
fee mug on the table but does not consider it possible that the
coffee mug cried for help. With respect to the coffee mug,
her attitude is not receptive in our sense. She lays eyes on
the robot and wonders if it was the source of the cry. With
respect to it, she is receptive.

To see how the receptive state defines an attitude, consider
a situation in which a robot runs into difficulties in the course
of an interaction with a human and ceases to respond. If the
human has already successfully interacted with the robot,
she may wonder if it is ignoring her. But the condition per-
sists; the robot’s malfunction no longer evokes the sort of
emotional responses in her that she would have if a human
were ignoring her. Her attitude may be subsequently charac-
terized as patient, confused, bewildered, or frustrated. What
defines her attitude at this point is that she is in the receptive
state, but no more. (Other situations which may provoke
similar attitudes would be ones in which the robot responds
inappropriately.)

A2. Pre-cognitive responsiveness. The human has the
same sorts of involuntary affective response she would have
if the behavior were produced by another human or liv-
ing being. Like the receptive state, the pre-cognitive re-
sponse is not essentially cognitive, although, similarly, one
might gain cognitive access to it. If the robot produces a
display of anger, the human’s emotional state will change



accordingly—that is, no differently than if the display were
produced by another human.

As in the mock experiment above, the pre-cognitive re-
sponse states are what experiments in which a robot’s affec-
tive behaviors cause changes in arousal level are best-suited
to reflect. Under the right circumstances, a robot’s cry for
help has the potential to provoke an involuntary reaction in
a human in the following instant. To define a human’s atti-
tude along this dimension, a researcher would be interested
to record a subject’s being in a pre-cognitive response state,
or remaining disposed to transitioning into it at the behest of
the robot’s behavior.

A3. Recognition of an affective behavior. The human
recognizes that the robot’s affective display is indeed one,
and further, what kind it is. Her thoughts are of this sort:
“the robot seems worried” or “the robot appears enraged.”

To see that this cognitive response state is independent of
the pre-cognitive response state, recall the hardened robotics
researcher discussed above. In this situation, the human re-
mains unaffected despite what might to others be a display
of emotional behavior by the system. One might be inclined
to assign a low probability to this outcome; any normally
emotionally aware person should experience at least a mo-
mentary emotional response to such behavior. Nonetheless,
consider that it is even probable that after someone has gone
through the painstaking engineering and programming la-
bor involved in making a robot produce a specific emotional
behavior, when the robot does in fact cry for help, the en-
gineer will evince no normal emotional response to the cry
(although she may feel relief that it works). However, she
is certainly capable of recognizing the emotional behavior
when it is produced.?

A4. Disposition to ascribe an underlying emotion. The
human considers ascribing emotional capacities to the robot.
Here the human would report that the robot is expressing an
emotion when it produces affective behavior; that is to say,
that, like a human, the robot has the emotion expressed by
its behavior.

The disposition to ascribe an underlying emotion is anal-
ogous to the receptive state in that if a human has it, it is true
that she holds tacitly that it is possible that the robot has a
certain capacity. But they differ radically in what that ca-
pacity actually is. Now what is interesting is that the human
would allow, as we would with other humans, that the robot
may have an emotion irrespective of whether it expresses it,
that is, produces any emotional behavior.

Human attitudes in the explanatory and
experimental framework of affective HRI

From the point of view of experimental design and scientific
explanation, to ask what makes an artificial character be-
lievable is to ask an ill-posed question. The question implies
that the phenomenon to be explained is a given character’s
believability. However, it has yet to be established that there

8Note that it also seems plausible that there are intermediate
states between the pre-cognitive response and a recognition of an
affective behavior.

is any single phenomenon corresponding to character believ-
ability. The above analysis strongly suggests that nothing of
the sort ever will be established.

First, it is clear that discussions of “believability” are
bound to be misleading: one prevalent connotation of the
term is that it corresponds to a capacity intrinsic to the char-
acter itself. This connotation is conceptually incoherent. At
the very least, “believability” should be construed as a re-
lational property between interacting agents, the instantia-
tion of which depends perhaps entirely on the believer (after
all, people believe in the existence of non-existent things).
We would suggest that a better route would be to abandon
“believability” in favor of “attitudes,” which refer to the re-
sponses and dispositions to respond on the part of the human
agent as she interacts with an artificial character. Attitudes,
unlike believability, are observable, albeit indirectly.

Second, even when “believability” is taken to denote a re-
lational property or reduced to an attitude, the concept of a
disposition to believe is still too coarse for experimental and
explanatory purposes. Experiments that would attempt to
get at the believability of an agent directly (e.g., by bringing
subjects into contact with the agent and then asking them
about their attitudes toward the agent) would yield useful in-
formation only to the extent that the researcher could be cer-
tain that the subjects’ reporting was accurate. Subjects may
be wrong about their attitudes, or may even intentionally
mischaracterize their feelings. Moreover, as noted above, a
human agent may meaningfully be said to believe both that
an artificial character with which it is interacting is affec-
tive in one sense but that it fails to be in another. When we
tease apart these different senses, it becomes clear that in
fact we were talking about a number of distinct phenomena
under the heading “believability”’; and furthermore that they
do not share any important defining characteristic.

The benefit of the above analysis is that we are left with
concepts which are better suited to explanatory and experi-
mental purposes. Consider pre-cognitive response states for
example. One way they can be detected and measured in-
directly is by taking bio-physiological readings of human
subjects during their interactions with artificial characters.
Furthermore, they have a clear role in an explanatory frame-
work: for example, a change in the level of arousal of a hu-
man subject during an interaction would be explainable as
owing to a change of attitude along the pre-cognitive dimen-
sion. However, it may still be difficult to know how to in-
terpret the readings. Physiological arousal may indicate that
the subject is “buying into” the agent’s social or affective
aspects, but it may also be the result of other factors (e.g.,
stress caused by confusion).

In the remainder of the paper, we will demonstrate how
it is possible to determine experimentally whether people
assumed any of the above attitudes in interactions with a
robot using results from HRI experiments conducted in our
lab. This demonstration is based on a novel experimental
methodology that involves three crucial ingredients: (1) sub-
jective measures, (2) objectives measures, and (3) the logi-
cal relationships among the above four attitudes. Briefly,
objective measures will be used to confirm or disconfirm
A2, which is an attitude state that can be measured via indi-



rect objective measures. Subjective measures will be used to
confirm or disconfirm A4, which can be measured via pre-
and post-experimental questionnaires about the subjects’ ex-
periences during their interactions. And finally, the logical
relationship among the attitude states will be used to draw
inferences about what attitude state must or could not have
been assumed by the subject given that other attitude states
were or were not assumed. Superficially, A4 implies Al,
A2, and A3, since being able to ascribe (genuine) emotions
to another entity as a result of interactions requires both the
ascriber’s affective and cognitive responsiveness towards the
robot (if A2 were missing, i.e., the interaction did not trigger
an affective reaction in the ascriber, then the ascriber would
effectively assume A3, only recognizing the affect type of
the interaction; and conversely, if A3 were missing, i.e., the
ascriber did not recognize the affect type of the interaction,
then the ascriber would still be affected by the interaction,
thus assuming attitude state A2). And clearly, without being
in a receptive state it is not possible to be touched by the in-
teraction nor to recognize aspects of the interaction as being
of a particular affect type.

Note that we do not pretend in this paper to test this frame-
work exhaustively. Rather, our aim here is to show that a less
sophisticated theory of believability would be inadequate to
capture the diversity of phenomena that appear in affective
HRI studies.

The Affect Facilitation Effect

The robot we used in the experiment was an ActivMe-
dia Peoplebot P2DXE with two Unibrain Fire-I cameras
mounted on a pan-tilt unit (giving the impression of “eyes”
that could look around), a Voice Tracker Array microphone
for speech detection, and speakers for speech output (see
Figure 1). The robot’s actions were controlled by an imple-
mentation of DIARC, the distributed integrated affect, re-
flection, and cognition architecture. This instance of DIARC
was implemented using ADE, a robot programming infras-
tructure under development in our lab.

It is important to point out that we went to great lengths
to try to present subjects with a view of the robot as a capa-
ble, purpose-driven entity with a natural role to play in the
task context (beyond what subjects might have inferred from
its appearance, e.g., the fact that it has two camera-like eyes
that suggest that it can see, etc.). For example, the robot
was presented as a team member that contributed necessary
skills to the achievement of an exploration task. Attention
to details such as these helps to “prime” subjects, making it
more likely that they will be receptive to the affective mech-
anisms we are investigating (i.e., evoking attitude A1), with-
out overtly pushing subjects in a particular direction, biasing
them in favor of the mechanisms being studied.

The purpose of the affect facilitation experiments was to
examine subjects’ reactions to affect expressed by the robot
to determine whether affect could improve performance on
human-robot team tasks. Subjects were paired with a robot
to perform a task in the context of a hypothetical space ex-
ploration scenario. The task is to find a location in the en-
vironment (a “planetary surface”) with a sufficiently high
signal strength to allow the team to transmit some data to

Figure 1: The robot used in the experiment.

an orbiting spacecraft. The signal strength is detectable only
by the robot, so the human must direct it around the envi-
ronment in search of a suitable location, asking it to take
readings of the signal strength during the search and to trans-
mit the data once a transmission point was found. There was
only one location in the room that fit the criteria for transmis-
sion, although there were others that represented local peaks
in signal strength; the “signal” was simulated by the robot,
which maintained a global map of the environment, includ-
ing all points representing peaks in signal strength. When
asked to take a reading, the robot would calculate the sig-
nal based on its proximity to these peaks. The goal of the
task was to locate a transmission point and transmit the data
as quickly as possible; time to completion was recorded for
use as the primary performance measure (see (Scheutz et al.
2006) for further details).

Before interacting with the robot, subjects were asked to
answer a series of questions to gauge their attitudes toward
robots. Then they were introduced to the robot and the ex-
ploration task began. All interaction between the subject
and the agent was via spoken natural language. Although
the subjects were not told so at the outset, there was a three-
minute time limit to complete the task. Affective responses
were evoked in the subjects by spoken messages from the
robot indicating that its batteries were running low; the first
warning came after one minute, followed by another one
minute later, and then by a message indicating that the mis-
sion had failed at three minutes, if the experimental run went
on that long.

50 subjects were recruited from the pool of undergraduate
students in the College of Engineering at the University of



Notre Dame and divided into four groups along two dimen-
sions: affect and proximity. The two subject groups on the
affect dimension were a control group and an affect group.
For the control group, the robot’s voice remained affectively
neutral throughout the interaction; however, for the affect
group, the robot’s voice was modulated to express increas-
ing levels of “fear” from the point of the first battery warn-
ing until the end of the task. The proximity dimension was
divided into local and remote. Subjects in the local condi-
tion completed the exploration task in the same room as the
robot, whereas those in the remote condition interacted with
the robot from a separate room. Remote subjects were able
to monitor the robot by watching a computer display of a
live video stream fed from a camera in the exploration en-
vironment and by listening to the robot’s speech, which was
relayed to the remote operation station. Hence, the differ-
ence between the two proximity conditions was the physical
co-location of the robot and the subject. Most importantly,
the channel by which affect expression is accomplished (i.e.,
voice modulation) is presented locally to the subject—they
hear the same voice in exactly the same as they would if
they were next to the robot.

A 2x2 ANOVA performed for affect and proximity
as independent variables and time-to-task-completion as
dependent variable showed no significant main effects
(F(1,46) = 2.51,p = .12 for affect and F'(1,46) =
2.16,p = .15 for proximity), but a marginally significant
one-way interaction (F'(1,46) = 3.43,p = .07) indicating
that in the local condition the affect group is faster than the
no-affect group (1 = 123 vs. p = 156), while in the remote
condition the affect group was about the same as the no-
affect group (1 = 151 vs. p = 150). The difference in the
local condition between affect and no-affect groups is sig-
nificant (£(22) = 2.21, p < .05), while the difference in the
remote condition is not significant (¢£(16) = .09, p = .93).

After the experiment, subjects were asked to evaluate the
robot’s stress level after it had announced that its batteries
were running low. We conducted a 2x2 ANOVA with with
affect and proximity as independent variables, and perceived
robot stress as dependent variable and found a main effect
on affect (F'(1,44) = 7.54,p < .01), but no main effect
on proximity and no interaction.” Subjects in the no-affect
condition were on average neutral with regard to the robot’s
stress (4 = 5.1, 0 = 2.23), while subjects in the affect
condition tended to agree that the robot’s behavior could be
construed as “stressed” (u = 6.67, 0 = 1.71). Hence, we
can assume that subjects in the affect groups were aware of
the change in the robot’s voice.

Discussion

The above results demonstrate the difficulties inherent in
relying on naive concepts of believability for the study of
human-robot interaction. To the extent that the goal is to
learn how to improve the outcomes of such interactions (e.g.,
to facilitate the completion of some task), users’ subjective
reports of perceived affective states of the robot agent may

“Two subjects had to be eliminated from the comparison since
they did not answer the relevant question on the post-survey.

be insufficient to get an accurate picture of their mental mod-
els of the robot (i.e., whether they are in attitude state A4).
People may be mistaken about their beliefs, rationalize their
beliefs, or not know their beliefs or internal states, as these
might not be accessible to introspection.

Direct objective measures can be more reliable than
subjective measures (e.g., measurements of physiological
arousal may provide access to arousal states that are hid-
den to introspection), yet they, too, may be insufficient. For
example, the robot’s battery warning in the affect facilitation
experiment may elicit arousal in subjects from both the af-
fect and control groups detectable by physiological sensors,
but there would be no way based solely on those readings
to distinguish between those who were motivated to change
their behaviors from those who may simply have been con-
fused, say, because they did not understand the robot’s mes-
sage.

One potential way to measure “believability” is to deter-
mine whether the affective mechanisms actually cause ob-
jectively quantifiable behavior changes in users that are in
line with the architecture design. The performance advan-
tage held by the affect/local group seems to indicate that
users try harder, which strongly suggests that they “bought
into” the affect expression at some level, although there is
still room for speculation about what exactly the affect ex-
pression causes in users. Objective behavior quantification
can, therefore, provide strong evidence for claims that affec-
tive mechanisms evoked attitude states of type A2 in users,
but more is needed.

The affect facilitation results provide an example of an
approach that combines subjective questions (targeting A4
attitude states) and objective measures (targeting A2 atti-
tude states) to isolate the different attitude states. By them-
selves, subjects’ responses regarding their perceptions of
the robot’s affective states proved unreliable (as they did
not always line up well with observed behavior). Similarly,
the performance differences alone do not explain why sub-
jects’ behavior changed. Taken together, however, the ob-
jective measurements lend credibility to the subjective re-
ports of subjects in the affect/local condition. Conversely,
the lack of objective evidence for performance improvement
in the affect/remote group strongly suggests that those sub-
jects did not really believe that the robot was experiencing
stress. Yet, their self-reported evaluation of the robot’s af-
fective state indicated that they correctly identified the af-
fective behavior, and was consistent with responses from the
affect/local group (as indicated by the lack of an interaction
in the ANOVA presented above).

Using the logical relationships among the four attitude
states, we conclude that the affect/remote group cannot have
assumed attitude state A4 as their answers to the post-survey
questions suggest. For the presence of A4 implies the pres-
ence of A2, but A2 could not have been present in the af-
fect/remote group, otherwise we would have seen an im-
provement in the objective performance measure as with the
affect/local group. So, while the ratings of both affect groups
on the post-survey question (targeted at isolating A4) sug-
gested that they had assumed A4 attitude states, we have
only evidence that the subjects in the affect/local group did



(due to the performance improve in the task that established
A2). The affect/remote group, different from what the sur-
vey results would suggest, only assumed A3 attitude states
by recognizing the robot’s expression of stress (if they hadn’t
even recognized the robot’s stress, they would not have an-
swered the question affirmatively).

Our results suggest that the dependency of A4 attitude
states on A2 attitude states indeed deserves further explo-
ration in future experimental work. Nonetheless, the exper-
imental utility of the framework we have proposed should
now be apparent. If the explanatory categories with which
we had to work were simply “disposed to believe” and “not
disposed to believe,” the task of interpreting these results
would be difficult indeed: the remote/affect group would
seem to belong squarely in both categories. Our framework
allows us to separate the two sources of data as providing
evidence for different attitude states and hence different di-
mensions of believability. In the event that A2 attitude states
are indeed necessary to A4 attitude states, our choice to
doubt the subjective reports of the remote/affect group now
has a clear theoretical motivation.

Finally note that the only difference between the local and
remote conditions was that subjects were not in the same
physical space as the robot. There was no difference in the
robot’s architecture and consequently no difference in its be-
havioral repertoire, and of course there was no difference in
the task. Therefore, the experiments also allow us to dis-
sociate different attitudes based solely on differences in the
environmental setup, confirming that “believability” is re-
ally a three-place relation, where the environmental context
is one of the arguments.

Conclusion

The epistemic attitudes that people may have towards robots
can be very complex. It has been these complex attitudes
which in the past have been thought to correspond to “de-
grees” of believability. For example, a person may find an
agent “believable” in that she can correctly categorize its
emotional behavior (as determined by the functional role it
serves in the agent’s architecture) and yet be unwilling to
ascribe genuine emotions to the it. Similarly, she may not
identify any affective behaviors even though her behaviors
indicate that, at a pre-cognitive level, the robot’s affective
mechanisms have triggered a reaction. What is clear is that
believability cannot be studied in isolation, but has to be crit-
ically defined in terms of the observer and evaluated in terms
of distinct, well-defined observer attitudes and causal effects
on objectively measurable behavior.

We presented a conceptual analysis of believability, iso-
lating four attitude states according to which people vary
with regard to affect in robots. Based on that analysis,
we sketched an approach to combining subjective responses
with objective performance measures to provide a more nu-
anced view of users’ belief states. Although certainty with
regard to the ascription of these attitudes remains difficult,
approaching the question from two angles can provide sup-
porting evidence for the presence of an attitude state (e.g.,
as when behavioral differences are consistent with subjec-
tive reports of belief states), and can rule out others (e.g.,

as when the absence of behavior changes indicates that
the robot has failed to evoke the desired pre-cognitive re-
sponse). Using this approach to experimental design, re-
searchers should to be able to begin to gauge more reliably
“believability” in the interaction of the user, the robot, and
the environment.
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