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MORAL ROBOTS

Matthias Scheutz and Bertram F. Malle

Introduction

To many, one of the most distinguishing human features is morality—that is, the capacity to 
perceive actions as moral or immoral and respond to them in very particular ways, such as by 
praising or blaming actors, demanding justifications, or accepting an apology. Members of a 
community are expected to abide by the moral norms and values of the community, and they 
pass on the knowledge of these norms through observed practices and explicit instruction. In 
addition, modern societies have made those norms explicit through philosophical reflection 
and formalized laws, thereby offering ethical foundations for their members to live by. We will 
thus use the term “moral” (e.g., in “moral processing” or “moral competence”) to refer to those 
aspects of the human cognitive system that are involved in the representation and processing 
of norms, values, and virtues. Morality, in this sense, is a natural phenomenon of social groups 
in their daily lives, a phenomenon that can be studied with empirical scientific methods. The 
scientific study of these phenomena is now typically called moral psychology. We reserve the 
term “ethical” for normative discussions and debates about abstract principles (e.g., the doc-
trine of double effect), theological origins of values, or the difference between ethical theories 
(e.g., Kantian, utilitarian). Ethics is then more of a philosophical, normative discipline. Conse-
quently, it is possible for an agent to engage in moral decision making (i.e., involving ordinary 
moral information processing) but to perform an act that is considered unethical within some 
normative (theological or philosophical) system; conversely, it is possible for an agent to act in 
conformity with ethical principles even if the decision to act was not guided by the person’s 
moral processing of those abstract principles but, say, by imitation. This distinction helps dis-
tinguish two sets of questions that arise when considering the behavior of nonhuman agents, 
such as robots. One set of scholarly questions concerns the robot’s functional capacities and 
computational processes that mimic or adapt to human moral processing. This endeavor falls 
squarely within cognitive science, integrating, in particular, behavioral research and theorizing 
with computational modeling and engineering. Another set of scholarly questions concerns 
the ethical standards that robots should adhere to, the abstract principles (if any) the robots 
should implement, the ethical value of building morally competent robots in the first place, 
and so on. This endeavor falls into the domain of ethics as a normative discipline, typically 
conducted by philosophers or theologians.
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The main reason for raising the question about the ethical behavior of robots is the rapid 
progress in the development of autonomous social robots that are specifically created to be 
deployed in sensitive human environments, from elder and health care settings to law enforce-
ment and military contexts. Clearly, such tasks and environments are very different from tradi-
tional factory environments (for example, for welding robots). Hence, these new social robots 
will require higher degrees of autonomy (i.e., a capacity for independent, self-directed action) 
and decision-making than any previously developed machine, given that they will face a much 
more complex, open world. They might be required to acquire new knowledge on the fly to 
accomplish a never-before-encountered task. Moreover, they will likely face humans who are 
not specifically trained to interact with them, and robots thus need to be responsive to instruc-
tions by novices and feel “natural” to humans even in unstructured interactions (Scheutz et al., 
2006). At these levels of autonomy and flexibility in near-future robots, there will be countless 
ways in which robots might make mistakes, violate a user’s expectations and moral norms, or 
threaten the user’s physical or psychological safety. These social robots must therefore also be 
moral robots.

Thus, for autonomous social robots deployed in human societies, three key questions arise: 
(1) What moral expectations do humans have for social robots? (2) What moral competence can 
and should such robots realize? (3) What should be the moral standing of these machines (if any)?

The first question, about moral expectations, follows from the well-established fact that 
autonomous social robots, especially those with natural-language abilities, are treated in many 
ways like humans, regardless of whether such treatment was intended or anticipated by the robot 
designers. In fact, there is mounting evidence that humans have very clear expectations of robot 
capacities based on the robot’s appearance and people’s perceptions of the robot behaviors. We 
will review some of this work in the third section.

The second question, about moral competence, arises from the need to endow robots with 
sufficient capacities to operate safely in human societies. Answers to this question would ideally 
build on answers to the first question and provide mechanisms for robots to process social and 
moral norms in ways that humans expect. In addition, the design of the robots’ control systems 
should ensure that robots behave ethically according to the norms of the society in which they 
are deployed.

The third question, about moral standing, is a consequence of allowing robots to make deci-
sions on their own without human supervision, as will become necessary in cases in which 
human supervisors are not reachable or cannot react quickly enough. In such instances of auton-
omous decision making and action, we will have to decide whether the robot is “responsible” 
for its actions, especially when its behavior causes damage to property or harm to humans. 
Questions about fault, accountability, but also about the robot’s possible rights to due process 
and protection against harm will have to be answered.

For a discussion of moral status, see Chapters 31 and 32.

In this chapter, we will focus on the first two questions, discussing both human expecta-
tions and computational architectural mechanisms that will allow robots to live up to those 
expectations while leaving a detailed discussion of the third question to legal experts and phi-
losophers (Asaro, 2012; Coeckelbergh, 2010; Gunkel et al., 2012; Pagallo, 2011). However, the 
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philosophical and legal discussions on moral standing of robots do raise the inevitable question 
of whether robots could ever be moral. For if robots are not the kind of thing to which morality 
applies, requiring any future robot to be moral is meaningless. One might argue that robots are 
not conscious autonomous agents with free will and therefore cannot make decisions or act on 
those decisions. A long tradition in philosophy has tried to understand what it means to be an 
agent with free will and moral responsibility. But discussions of free will have led to little con-
sensus and often raise more questions than they are intended to answer, especially when applied 
to artificial agents (Gunkel, 2014). In the end, what counts for real social robots—machines in 
our contemporary world—is whether people treat those robots as targets of their moral senti-
ments. And it turns out that ascriptions of free will have little bearing on people’s inclination to 
treat any agent as a moral being (Monroe et al., 2014). We will therefore not focus on the philo-
sophical debate about agency and personhood. Rather, we will assume an operational behavioral 
definition of a “moral robot”:

Definition. A robot is “moral” if it has one or more relevant competences that people 
consider important for living in a moral community, such as detecting behaviors that 
violate moral norms or deciding to act in light of moral norms.

(Malle, 2015; Malle and Scheutz, 2014; Scheutz, 2014;  
Scheutz and Malle, 2014)

For more on free will, see Chapter 21.

This definition will permit us to talk about a robot’s morality in terms of various functional 
capacities that collectively give rise to morally significant behaviors in the contemporary world. 
Moral competence, by this definition, neither requires nor implies an objective “moral agency” 
(Malle, 2015). Instead, framing the problem in terms of competences allows us to design and 
study the mechanisms in the robot’s control architecture that make its behavior consistent with 
community expectations about moral judgment and decision making, moral communication, 
and ethically acceptable behavior. After all, it is the community of ordinary people that will 
interact with social, moral robots, and it is their expectations and standards that will make robots 
acceptable community members or not.

Why Moral Robots?

The topics of intelligent autonomous machines and human morality have frequently been 
paired in the science fiction literature, most notably in the opus of Isaac Asimov, who early on 
addressed the tensions and challenges resulting from machines operating in human societies. 
In his stories, he specifically conceived of “Three Laws of Robotics” (Asimov, 1942), which he 
envisioned to be ingrained in the robots’ “positronic brains,” allowing them to make ethically 
sound decisions and thus exhibit ethical behavior (usually, but not always, living up to human 
moral expectations). Specifically, the three laws set up a system of strictly prioritized principles 
that robots had to obey:

L1: A robot may not injure a human being or, through inaction, allow a human being to 
come to harm.

15031-0845d-1pass-r02.indd   365 26-04-2017   19:46:11



Matthias Scheutz, Bertram F. Malle

366

L2: A robot must obey orders given it by human beings except where such orders would 
conflict with L1.

L3: A robot must protect its own existence as long as such protection does not conflict with L2.

While these three laws provided fertile ground for stories built on the implicit tensions among 
the laws—whom to save in a crowd when not all can be saved, how to evaluate the consequences 
of commands that are not clear, or how to determine to whom the adjective “human” should 
even apply—they are neither theoretically nor practically adequate for providing the foundation 
of moral competence in robots (Murphy and Woods, 2009). However, they do serve the purpose 
of pointing out the need to develop some provisions for ethical behavior in autonomous robots.

Of course, robot designers have been aware of the need to ensure the safe operation of robots 
all along, without the need to look to the science fiction literature for suggestions. Autonomous 
robotic systems that could have an impact on humans or property have precautionary built-in 
safety mechanisms that allow them to either completely avoid or to massively reduce the likeli-
hood of any sort of harm. For example, self-parking cars will automatically stop if they sense an 
obstacle in their way, without the need for an explicitly represented ethical principle “do not 
drive into obstacles.” Similarly, compliant robot arms intended to operate in human workspaces 
will yield when coming into contact with another object such as a human body part. Moreover, 
instructions to the car or the robot arm to continue a colliding trajectory will be automatically 
rejected, again under the same constraints. In all of these cases, the robots’ actions or rejections 
of actions are not explicitly defined in terms of (moral) rules or principles but rather implicitly in 
the algorithms that control the robot’s behaviors.

The “implicit-explicit” distinction of safety principles can be generalized to a distinction 
between implicit and explicit ethical agents based on a taxonomy introduced by Moor (2006). 
Implicit ethical agents are agents that “have ethical considerations built into (i.e., implicit in) 
their design. Typically, these are safety or security considerations” (Moor, 2013). By contrast, 
explicit ethical agents are agents that “can identify and process ethical information about a vari-
ety of situations and make sensitive determinations about what should be done. When ethical 
principles are in conflict, these robots can work out reasonable resolutions” (Moor, 2009, p. 12). 
And Moor continues: “Explicit ethical agents are the kind of agents that can be thought of as 
acting from ethics, not merely according to ethics”—as is the case with implicit ethical agents.

Moor also introduced two additional categories: ethical impact agents—that is, agents whose 
behavior can have ethical consequences—and full ethical agents (referring to typical adult humans 
with features such as consciousness, intentionality, and free will). Assuming that autonomous 
social robots will at least be ethical impact agents, the question then is how one would go about 
developing algorithms that will turn them into either implicit or explicit ethical agents. Mecha-
nisms producing implicit ethical agents might be sufficient for a variety of tasks and domains 
(e.g., where most or all demands and risks are known before task execution, such as in the case 
of a robotic vacuum cleaner). However, mechanisms producing explicit ethical agents will be 
required for robots deployed in more open-ended tasks and environments, such as for household 
robots that have to learn the customs of a particular home and adapt to its changing situations.

We will start by looking at the empirical evidence for human expectations about moral 
robots and then consider ways to implement them in robotic control systems.

Human Moral Expectations about Autonomous Social Robots

It has long been known that humans have a natural propensity to view moving objects as 
“agents with intentions,” even if those objects do not resemble any known life form at all. Early 
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studies by Heider and Simmel (1944) showed that human observers “see” mental states such as 
emotions and intentions even in circles and triangles moving around in a cartoon-like scene. 
Moreover, humans from infancy on can easily be brought to make judgments about whether the 
intentions of those agents are benevolent or malicious and thus exhibit basic moral evaluations 
based on their perception of the interacting shapes (Hamlin, 2013).

This human propensity to project agency onto self-propelled objects (Premack, 1990), pre-
sumed to be an evolutionary adaptation that allowed humans to anticipate dangers from other 
agents, is particularly consequential for the development of robots. For robots are self-propelled 
objects that typically move about the environment in ways that suggest goal-driven behavior 
to human observers (Tremoulet and Feldman, 2000). There is evidence that even simple robots 
like the Roomba vacuum cleaner, a disk with no animal-like features (such as eyes or arms), can 
trigger the “human agency detector” (Scheutz, 2012). Hence, it stands to reason that humans not 
only project agency but may, under some circumstances, project moral characteristics onto such 
machines (Malle and Scheutz, 2016).

Researchers working in the field of human–robot interaction have investigated human reac-
tions to robots violating norms of varying severity. Strait et al. (2014), for example, investigated 
a violation of the social norm to “be polite.” They examined whether people preferred robot 
tutors that were polite by giving hedged instructions as opposed to robots that used imperatives 
in their instructions. People had no such preference in their own interactions with robots, but 
when they observed other people interact with the robot, they preferred the polite one.

Short et al. (2010) examined a violation of a more serious norm—“tell the truth.” A robot 
and human repeatedly played the game “rock-paper-scissors,” and the robot had to announce 
the winner of each round. In one of the conditions, the robot announced that it won the round 
even though it had lost. Humans found the “cheating” robot to be more engaging and made 
greater attributions of mental states to that robot in the conditions in which it cheats.

To the extent that people ascribe mental states to a robot, they may also grant the robot 
certain rights and protect it from unfair treatment. The evidence shows that both children and 
adults do so. In Kahn, Jr. et al. (2012), children interacted with a robot that was suddenly locked 
away in a closet by the experimenter because it “wasn’t needed anymore.” The robot protested, 
but to no avail. The researchers documented that children viewed the robot as having mental 
states and believed that the robot deserved to be treated fairly. Briggs and Scheutz (2014) inves-
tigated in a series of studies the extent to which people themselves would be responsive to a 
robot’s moral appeals—protesting an instruction the participants gave the robot that it deemed 
unfair. People were significantly less likely to insist on the robot following that instruction 
when the robot protested, regardless of whether the protesting robot was a victim or witness of 
the unfairness and independent of the robot’s appearance. However, some features of the robot 
seem to matter, as people are more reluctant to physically hit robots that appear more intel-
ligent (Bartneck et al., 2007) and robots that are described in a personalized manner (Darling 
et al., 2015).

In addition to live human–robot interaction experiments, recent studies have begun to look 
at situations that cannot be examined in a laboratory context—either because they go beyond 
what is ethically acceptable in a research study or because they depict robots that do not yet 
exist.

For example, Scheutz and Arnold (2016a) surveyed participants about their attitudes toward 
sex robots. They found a consistent gender difference in what people considered appropriate 
uses for sex robots, with women less inclined than men to consider them socially useful. How-
ever, there were also convergences between men and women on what sex robots are like and 
how sex with them is to be classified.
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Malle et al. (2015) examined people’s responses to a situation that cannot be studied in the lab 
and is also not yet part of our reality: a robot itself making a moral decision about life and death. 
Participants read a narrative describing an agent (human or robot) caught in a moral dilemma: 
either (a) to intervene in a dangerous situation and save four persons while sacrificing the life of 
one or (b) to stand back and let four persons die. People considered it more permissible if the 
robot sacrificed one person for the good of many than if the human did. Moreover, when people 
were confronted with the agent’s actual choice, they blamed a human who intervened more than 
a human who stood back, but they blamed a robot that intervened no more or even less than 
a robot that stood back. Recently, researchers have begun to probe people’s responses to self-
driving cars that might, in the near future, face similar moral dilemmas. Bonnefon et al. (2016) 
found a contrast between people’s judgments of what would be the morally right action for a 
self-driving car (namely, to sacrifice one pedestrian to save many) and what kind of car people 
would buy or like to see around the neighborhood (for example, one that doesn’t intervene).

This research is in its infancy, and subtle variations may shift people’s expectations and pref-
erences (Malle et al., 2016). Nonetheless, the results so far suggest two conclusions, one firm, 
the second one more tentative. First, people readily direct moral expectations and moral judg-
ments to robots, at least robots of sufficient cognitive complexity and behavioral abilities. Sec-
ond, people may be more accepting of robots than of humans who make conflictual decisions 
(e.g., endangering one individual while trying to save multiple individuals). The exact reasons 
for such a potential transfer of responsibility are currently unclear. One hypothesis that deserves 
consideration is that making such decisions normally carries significant emotional costs (such as 
guilt and trauma) and social costs (affecting one’s relationships with others), as is suspected, for 
example, in drone pilots (Chatterjee, 2015). Having robots make such decisions would reduce 
those human costs. However, there is currently a significant debate over using autonomous 
machines as lethal weapons (Arkin, 2009; Asaro, 2011; Sparrow, 2007), and reducing current 
human costs is only one of many factors to consider. Without staking a position in this debate, 
we would like to emphasize the importance of investigating ordinary people’s psychological 
responses to near-future robots that might make morally significant decisions. Some of people’s 
responses may be inevitable (given the psychological mechanisms humans are equipped with; 
Malle and Scheutz, 2016); other responses may change with instruction and experience. Either 
way, designers, engineers, and policy makers need to take those responses under advisement 
to guide the robots’ proper development, deployment, and possible legal regulations for their 
behavior.

Options for Developing Moral or Ethical Robots

Positing now that people expect robots to have at least some moral competencies, the key ques-
tion becomes what it would take to actually endow robots with moral competence. We consider 
three main options, all with their own advantages and disadvantages.

1.	 Implement ethical theories as proposed by philosophers.
2.	 Implement legal principles as proposed by legal scholars.
3.	 Implement human-like moral competence as proposed by psychologists.

Implementing Ethical Theories

Gips (1995) and others suggest we could equip a robot with one of the three major philosophi-
cal ethical theories. The first main theory is virtue ethics, which posits that ethical thought and 
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action are guided by a person’s character, constituted by “virtues” such as wisdom, courage, tem-
perance, and justice. Moor specifically links implicit ethical agents to virtue ethics when he says 
that “implicit ethical agents have a kind of built-in virtue—not built-in by habit but by specific 
hardware or programming” (Moor, 2009, p. 12). In some cases, virtues can be directly imple-
mented in robot behavior. “Courage,” for instance, might be realized by the robot’s willingness 
to engage in a risky action (possibly endangering its own existence) when that action might 
avert harm to a human. For example, an autonomous vehicle might initiate an evasive maneuver 
that would prevent colliding with a pedestrian but risk crashing into parked cars, thus likely 
damaging itself. The implementation of other virtues is less obvious. For example, it is unclear 
how “wisdom” could be realized in a robotic system over and above demands of rational behav-
ior, such as when a game-playing computer always picks the best move from its perspective.

The second main ethical theory, deontology, posits that ethical action is not based on a virtu-
ous character but on explicit rules, which can sensibly be applied to machines. Gert (2005) pro-
posed that one could characterize ethical behavior in terms of a set of basic rules, each with the 
following structure: “everyone is always to obey the rule except when a fully informed rational 
person can publicly allow violating it” (203). Such rules might include “don’t kill,” “don’t cause 
pain,” “don’t deceive,” “obey the law,” and so on, which apply quite generally. If a person violates 
such a rule and “no rational person can publicly allow such a violation,” then the violator “may 
be punished” (203).

Setting aside important questions about what rules to select for a robot and what it would 
mean to punish or hold a robot responsible for a rule violation, robots that abide by a given set 
of ethical rules would arguably behave ethically. To implement such a system, robot designers 
could employ “deontic logics,” which have specifically been developed to allow for reasoning 
with the core concepts of obligation, permission, prohibition, and option, all of which can be defined 
in terms of permissions. That is, an action α is obligatory if not doing it is not permitted, α is 
prohibited if doing it is not permitted, and α is optional if doing it or not doing it is permitted. 
Basic axioms and rules of inference can then enable logical derivations in a given context to 
determine what the robot ought to do. This works well as long as there are no conflicting obli-
gations, such as when the robot is obligated to do α, obligated to do β, but cannot physically (or 
practically) do both α and β together. Not only does the logical approach not give any advice on 
what to do in such cases, but standard deontic logics will, more generally, allow the robot to infer 
that every action is obligated (e.g., Goble, 2005), which is clearly not intended. Hence, aside 
from other questions about computational feasibility and scalability, a challenge with the formal 
deontic approach is to curb the impact of deontic conflicts to not render all inferences useless.

The third ethical theory, consequentialism, is historically the newest and also the one that 
meshes best with computational mechanisms already implemented in robotic control systems: 
expected utility theory. The basic idea is to always choose an action that maximizes the good 
for everybody involved. Formally, this means that the robot would consider all available actions 
together with their probability of success and their associated utilities for all agents and then 
compute the best action. This way of determining the action that maximizes overall utility 
(the “overall good”) is closely related to policy-based decision algorithms based on partially 
observable Markov decision processes (POMDPs), which select the best action given the available 
knowledge the robot has. The main difference between consequentialism and such algorithms 
is that the consequentialist robot would have to compute not only its own discounted utilities 
but also those of the relevant in-group (a necessary restriction on the notion of “all” agents’ 
utility). However, at least two significant challenges arise. First, a well-known problem for con-
sequentialist models independent of robotic implementations is how to handle the knowledge 
limitations any agent has (i.e., knowing how good an action will be for others, how many others 
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to take into considerations, etc.). Second, there are open questions about how, in the robot’s 
representational system, moral values should be figured into utilities and traded off with the costs 
of all possible actions (Scheutz, 2014).

Overall, the main problem associated with implementing philosophical ethical theories is that 
there is still no consensus among philosophers about which approach is the normatively correct 
one. And since the different theories sometimes make different recommendations for how to 
act in certain situations, one would have to take a philosophical moral stance to decide which 
recommendation to follow. Moreover, whether a robot adopting the chosen system would be 
acceptable to community members is entirely unclear, as none of the ethical theories claim to be 
or have been shown to be correct descriptions of human moral psychology and thus of human 
expectations of robot moral psychology (Powers, 2013).

Implementing Legal Theories

Another option of equipping a robot with ethical behavior is to implement the most systematic 
agreed-on moral principles in a society: the laws defined by the legal system. For social robots 
interacting with humans one could, for example, focus on the four bedrock norms specified in 
U.S. tort law, the “intentional torts against the person”:

1.	 false imprisonment (impeding a person’s free physical movement);
2.	 battery (harmful or offensive bodily contact);
3.	 assault (putting someone in a position in which they perceive harmful or offensive contact 

to be imminent, even if no battery occurs); and
4.	 intentional infliction of emotional distress (extreme and outrageous conduct that causes severe 

distress).

One could then carefully examine the legal definitions of these torts and distill the ingredi-
ents needed for a robot to determine when, say, harmful contact and thus battery might occur 
(Mikhail, 2014). Such an approach would require the definition of possible circumstances and 
behaviors that would trigger such legal principles, which would then have to be implemented 
in the robotic system. Part of the effort would be to make legal terms such as “intent” or “immi-
nent” or “distress” computational—that is, provide algorithms that detect intent, perceptions of 
imminence, or distressed emotional states. Moreover, the legal concept of a “rational person” 
would have to be formalized to be able to use it in cases in which the law specifically refers to 
the decisions and actions performed by a rational person. It is currently unclear how this could 
be done without requiring robot designers to solve the “AI problem”—without having to rep-
licate human-like understanding and reasoning capabilities.

Implementing Human-Like Moral Competence

The third approach does not implement an ethical theory or a set of legal principles in a robot. 
Instead, it analyzes the various capacities that make up human moral competence and attempts 
to replicate at least some of these capacities in machines, without necessarily replicating all of 
them (or replicating all of human cognition). On this approach, one might investigate, for exam-
ple, how humans learn, represent, and reason about moral norms, and once a sufficient empirical 
understanding of the hypothesized norm capacity is available, one could develop computational 
models of learning, representing, and reasoning about norms that could be integrated into 
robotic architectures (Malle et al., 2017). Such models would allow robots not only to behave 
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in human-like ways (with respect to the particular capacity) but also to make reasonable predic-
tions about human behavior that is guided by this capacity—such as when and how humans 
acquire new norms or under what circumstances they might break norms. Such modeling can 
significantly improve human–robot interactions because the robot can better adapt to the inter-
action and the human would feel better understood. These benefits are difficult to obtain with 
the other two approaches.

Another advantage is that the kinds of moral competences under consideration go far beyond 
a list of principles, mechanisms, or laws. Obviously, moral robots need to have a sophisticated 
norm system (Malle et al., 2017), but they may also need to make moral judgments of behavior 
relative to those norms and engage in moral communication—from explaining one’s actions to 
expressing moral criticism to accepting an apology. Human moral competence is a cognitive as 
well as a social phenomenon.

However, attempting to implement human-like moral competence is challenging, for it is 
not yet clear exactly what perceptual, cognitive, affective, communicative, and behavioral com-
ponents underwrite human moral competence (Cushman et al., 2010; Guglielmo, 2015; Malle 
and Scheutz, 2014). For example, is it necessary to be able to simulate another person’s deci-
sion making in order to judge whether that person behaved morally? Are affective responses 
essential ingredients of moral judgment and decision making? And is the highly context-specific 
human norm system logically inconsistent, which might make it computationally intractable? 
Moreover, there are important ethical questions as to whether we should attempt to replicate 
human morality in a machine. Human moral behavior can be suboptimal at times, and one 
might expect robots to be morally superior, that is, show supererogatory performance (Scheutz 
and Arnold, 2016b). However, we need to differentiate replicating moral competence from rep-
licating moral performance. Known sources of human performance decrements—such as strong 
intense affect, personal stakes, and group identity—can be explicitly omitted in designing moral 
robots. Few people would consider a robot less genuinely moral if it didn’t get angry, selfish, 
or prejudiced. In fact, humans might look to such robots as reminders or models of norms and 
behaviors they would under normal circumstances fully endorse. In addition, replicating moral 
competence is a functional notion, leaving ample room for distinct implementations of the 
competence depending on the specific properties of the organism or platform.

Regardless of which approach for realizing ethical behavior will be taken, it is critical to 
ensure that the robots’ moral decisions are understandable to people, especially if those decisions 
do not perfectly match people’s own expectations or preferences. Without such understanding, 
people would not trust robots and would be unwilling to collaborate with them.

Approaches Toward Developing Moral Artificial Agents

Much of the discussion on what it takes for robots to count as moral has occurred outside the 
fields of robotics (Bringsjord and Taylor, 2012; Kahn, Jr. et al., 2006; Sullins, 2006; Wallach and 
Allen, 2008). Additionally, some scholars within the cognitive systems community have set out 
to build cognitive architectures with which to model human moral decision making (Blass and 
Forbus, 2015; Dehghani et al., 2008). For example, Blass and Forbus (2015) showed how ana-
logical reasoning can be used to apply previously learned moral judgments to novel scenarios. In 
addition, some in the logic-based community have started to investigate normative reasoning in 
single-agent and multiagent systems (e.g., Ågotnes et al., 2007; Andrighetto et al., 2010; Pereira 
and Saptawijaya, 2009).

One of the most prominent proposals for developing architectures explicitly incorporat-
ing mechanisms for ethical behavior in robots is an extended version of the autonomous robot 
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architecture (AuRA; Arkin and Balch, 1997). Augmented by an ethical governor, a responsibility advi-
sor, and an ethical adaptor, the system allows for modifications of the robot’s behavioral repertoire 
in case unethical behaviors are observed. Specifically, the ethical adaptor uses a scalar “guilt” 
value that monotonically increases over time as unanticipated ethical violations are detected by 
the system (Arkin and Ulam, 2009); as a result, actions with harmful potential are subsequently 
disallowed. The current system can handle only very specific, hard-coded moral decisions, but it 
can also advise human operators ahead of a mission about possible ethical conflicts in a limited 
way (Arkin et al., 2009). It does, however, lack the formal representations of norms, principles, 
values, and so forth to allow it to perform general ethical inferences and reason through norma-
tive conflicts.

Similarly, the mechanisms proposed by Briggs and Scheutz (2013, 2015) for the robotic 
distributed integrated affect reflection and cognition (DIARC) architecture (Scheutz et al., 2006) can 
detect potential norm violations that would result from carrying out human instructions that 
are in conflict with given normative principles. In that case, the robot can engage the human 
operator in a brief dialogue about why it is not permitted to carry out the instruction and offer 
a justification for its refusal. Different from the ethical extensions to the AuRA architecture, the 
DIARC extension is based on general inference algorithms that work with explicit representa-
tions of normative principles. However, the current system can handle only simple, potential but 
not actual norm conflicts (i.e., conflicts that could arise if it were to follow a particular com-
mand and execute an action that would be in conflict with its existing principles). Moreover, it 
cannot yet acquire new norms or principles from interactions and observations.
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Research and development of mechanisms for ensuring normative behavior in autonomous 
robots has just begun, but it is poised to expand, judging from the increasing number of work-
shops and special sessions devoted to robot ethics and related topics (Malle, 2015). The pros-
pects of autonomous weapon systems have fueled discussion and spurred the development of 
systems capable of making ethically licensed decisions, but other morally charged applications 
(e.g., robots for elder care or robots for sex) have come into focus and are likely to contribute to 
a broadening of the discussion and the efforts to design robots with moral capacities.

Conclusion

Moral robots are necessary to ensure effective and safe human–robot interactions. Given that a 
massive deployment of social robots in human societies is already predictable, we need to start 
developing algorithms and mechanisms for such robots to meet human expectations of moral 
competence and behave in ethical ways. We must determine what capacities are needed for the 
wide variety of tasks that social robots are expected to take on, and we must implement such 
capacities within one of the three paradigms discussed—the philosophical, the legal, or the 
psychological. Each of the paradigms has strengths and weaknesses, and perhaps some symbiotic 
combination can be found in the near future. We are at the beginning of a long path toward 
developing machines that have moral capacities. Yet it is clear that we have to take this route 
if we want to ensure that robot technology will serve humanity and not emerge as one of its 
primary threats.

bfmalle
Text Box
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