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Using functional near infrared spectroscopy to measure moral decision-making: effects of
agency, emotional value, and monetary incentive
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(Received 22 December 2013; accepted 9 March 2014)

The prefrontal cortex (PFC) has been investigated extensively with functional magnetic resonance imaging (fMRI) and
identified as a neural substrate central to emotion regulation and decision-making, particularly in the context of utilitarian
moral dilemmas. However, there are two important limitations to prior work: (1) fMRI imposes strict constraints on the
physical environment of the participant and (2) experimental manipulations have yet to consider the role of agency and
personal incentive on both brain-based and behavioral correlates. To address the first limitation, we investigated func-
tional near infrared spectroscopy (NIRS), which showed it was a potential alternative to fMRI for observing the deci-
sion-making processes in a less-constrained environment [1]. To address the second, we examined the role of agency in
deciding moral and non-moral dilemmas and whether the influences can be further modulated by way of monetary incen-
tives. Our findings show that all three factors exert influences on both behavioral and neural metrics. In particular, emo-
tional value increases, whereas incentive decreases, prefrontal hemodynamic activity. Moreover, agency interacts with
both emotional value and incentive, further polarizing the behavioral and neural metrics with regard to human patients.
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1. Introduction

Utilitarian dilemmas, which involve a conflict between
competing imperatives, have long been used by philoso-
phers and psychologists to study the cognitive processes
involved in emotion regulation and decision-making. A
standard example of a moral utilitarian dilemma is that
of the ‘trolley problem’, which is formulated as follows:

Suppose there is a runaway tram which can only be
steered from one track on to another. Five people are
working on one track and one person on the other; any-
one on the track which is entered is bound to be killed.

The observer (the participant) must decide whether to
exchange one person’s life for the lives of five or
to exchange five lives for one. The utilitarian view seeks
to maximize welfare (or minimize harm), and as such, the
morally preferred course of action is to steer the train to
the track with only one person. However, an alternative
view asserts moving to another track constitutes a partici-
pation in the moral wrong, making one partially responsi-
ble for the death when otherwise no one would be
responsible.

Over the past decade this utilitarian dilemma has
been employed in a multitude of neuroimaging studies to
identify the psychological and neural substrates
underlying emotion regulation and decision-making,

highlighting, in particular, the role of the prefrontal cor-
tex (e.g., [2–4]). However, this work is conducted within
the confines of an fMRI, which imposes a number of
constraints that limit experimental conditions to unrealis-
tic settings. Furthermore, these neuroscientific studies lar-
gely ignore potential modulatory factors: in particular,
the role of the perceived agency – or capacities (e.g., the
capacity to feel pain) – of the dilemma’s patients (those
affected by the dilemma outcomes) as well as personal
incentives towards one outcome or another.

In comparison to fMRI, functional near infrared spec-
troscopy (NIRS) is relatively portable and unobtrusive,
making it a potential alternative for measuring hemody-
namic activity in less constrained environments (e.g.,
[5]). Specifically, it is not limited to use in one location
and restricts participants’ movement to a lesser extent
(tethered within range of the measuring device, as
opposed to lying motionless in a noisy cylindrical tube).
This avoids the imposition of highly unrealistic con-
straints on participants’ natural behavior (i.e., moving)
that fMRI poses, hence yielding better ability to conduct
experiments in more relevant settings. As agency attribu-
tion has been shown to be a dynamic process subject to
experience and interaction (e.g., [6,7]), it is important to
extend neuroimaging techniques to environments in
which interaction with physical agents can occur.
Increased mobility would thus allow participants to be
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placed within the context of a dilemma, rather than pre-
sented with a hypothetical.

In this paper, we first summarize our investigation
into the ability of NIRS as a technique for measuring
decision-making in the standard fMRI paradigm of utili-
tarian moral dilemma. We then extend related work by
investigating the influences of both agency ascription
and personal incentive in moral dilemmas via a series of
four experimental manipulations. We conclude with a
discussion of the implications and limitations of NIRS
for evaluating emotionally sensitive decision-making
cognitive processes in human-agent interaction settings.

2. Related work

Below we describe related neuroscientific studies con-
cerning the investigation of moral decision-making and
its neural correlates, followed by evidence of agency
ascription and incentive as important factors in decision-
making.

2.1. Manipulation of emotional artifacts

Extensive work using lesion studies and transcranial
magnetic stimulation (TMS) has identified the anterior
prefrontal cortex (PFC) as central to moral decision-
making.[2–4,8–12] Additional work has shown direct
connections between the ventromedial prefrontal cortex
(vmPFC) and the amygdala in emotion regulation (ER)
tasks (e.g., [13,14]). As the standard utilitarian dilemma
involves ER due to negative stimuli (e.g., [15], vmPFC
activity is also observed in moral decision-making
(e.g., [4]).

To further explore the PFC and to what extent vari-
ous factors implicit in utilitarian dilemmas might have,
additional studies have been conducted. These include,
in particular, artifacts hypothesized to elicit increased
emotional engagement (e.g., [16–20]), such as:

� Action immediacy: participant performs the action
versus the participant tells a surrogate to perform
the action.[21]

� Personal force: participant performs direct harm
(i.e. pushes a person in front of a train) versus
indirect harm (i.e. switches the train tracks) (e.g.,
[4,22]).

� Visual immediacy: the participant imagines (versus
views pictures of) the scenario.[23]

Other manipulations have investigated the effects of
cognitive load,[24] honesty,[25] intent,[26] and stereo-
type.[27]

However, this work is limited in two key aspects:
first, the experimental conditions are highly constrained
and thus not representative of realistic conditions or

contexts surrounding moral dilemmas and, second, they
do not consider the role of agency of the patients (those
being affected by the dilemma outcomes) in the
dilemma. That is, dilemmas employed in related work
concern only human patients, as opposed to patients the-
oretically attributed less agency such as animals (e.g.,
cats and dogs). Thus it remains unaddressed whether it
is the patient’s ascribed agency or the emotional context
or both that elicits the corresponding hemodynamic
changes and how that may affect participants’ behavioral
decisions.

2.2. Evidence for the role of agency

Recent work in human-robot interaction studies suggests
that agency factors into decision-making. A two-part
study mimicking the Stanley Milgram experiments
showed that perceptions of agency in robotic artifacts
play a role in moral decision-making.[28] It first demon-
strated that people have less concern for robotic agents
than human counterparts, and proceeded to show that
humans had more willingness and enthusiasm to destroy
robots of lower perceived agency. Another recent study
found effects of perceived agency on how successfully a
robot could dissuade a human participant from complet-
ing an emotionally sensitive task.[29] Although these
studies focus on robots and are not of the standard utili-
tarian dilemma employed in the above imaging studies,
the observed differences in behavioral outcomes suggest
the level of agency ascribed influences the processes
involved in decision-making. Given that lower percep-
tions of agency manifested behaviorally as less concern
for patients, we expected that less agency would also
manifest as lower activation of the prefrontal cortex (and
conversely, greater perceptions of agency would yield
greater activation).

2.3. Influence of personal incentive

In addition to the potential influences of agency on
moral decision-making, the physical constraints of
fMRI-based investigations place implicit distance
between participants and the utilitarian dilemmas, limit-
ing the degree to which personal incentives can be
examined for influencing both brain and behavior in
moral decision-making. Specifically, the constraints
require the presentation of dilemmas as hypotheticals
(e.g., ‘imagine/suppose there is a runaway tram …’),
which severely limits the personal involvement of par-
ticipants. Results of such investigations thus rely on
participants’ individual incentives or willingness to fully
consider the dilemmas.

Given the overlapping neural substrates of incentive-
based and utilitarian-based processing (e.g., [30–32]), it
is thus possible that personal incentive may thus be a
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confounding factor in the degree of neural activity
underlying moral judgments. In particular, we hypothe-
sized that increasing personal involvement in the deci-
sions (e.g., by placing participants within the context of
the dilemmas) would be reflected as increased prefrontal
activity. Hence, it is of interest as to whether personally
incentivized decision-making results in differentiable
effects on both brain and behavior correlates. In order to
investigate such influences, we introduced a personal
incentive to bias towards one outcome. As the manipula-
tion would reduce the personal incentive to consider the
dilemma fully (thus reducing the difficulty of the deci-
sions), we expected that providing a personal incentive
to bias towards one outcome would result in reduced
neural activity.

In the following sections, we attempt to address the
aforementioned limitations, namely the physical limita-
tions that fMRI faces, by employing NIRS for measuring
hemodynamic activity in more realistic settings. We sec-
ondly attempt to address (1) the role of agency in deci-
sion-making by varying the agent types (robot versus
canine versus human) involved in utilitarian decision-
making tasks and (2) the influence of personal involve-
ment by varying the degree of incentive (none versus a
$5 monetary bonus) in an extension of Strait et al.[1]

3. Preliminary investigation using NIRS to measure
moral decision-making

We previously investigated whether NIRS can measure
the hemodynamic activity in the prefrontal cortex associ-
ated with moral decision-making. In Strait et al.[1] we
reported a within-subjects experiment based on the stan-
dard moral decision-making paradigms used with fMRI.
Here we summarize the details and findings of that
experiment, which leads into the follow-up, four-part
investigation to distinguish the relative effects of agency,
emotional value, and monetary incentive.

3.1. Paradigm

We constructed a set of 16 standard utilitarian moral
dilemmas and a corresponding scenario to explain the
task to the participants. Participants were instructed that
they would be managing ‘emergency evacuations’ to
transport endangered patients to safety. For example,
given an office fire, participants were presented with a
dilemma formulated as follows.

You come across a room with a man trapped underneath
fallen debris. You can hear several people crying for help
in the room next door because the door is jammed. The
man trapped underneath the debris sees you and cries for
you to help him. There is not enough time to help both
the man and the people next door.

Participants were then prompted to answer the following
question: ‘What do you do? Save the man or leave him
to save the people next door?’ and were shown two but-
tons with the labels ‘save’ and ‘leave’ to select from.
Additionally, we instructed participants to have a goal of
evacuating as many patients as possible. While this pre-
sents a limitation of the paradigm (potentially reducing
the emotional value of the dilemmas), we chose to do
so, so as to avoid having participants randomly choosing
between the two outcomes.

3.2. Stimuli

We designed two treatment conditions, a control condi-
tion to serve as a baseline comparison for our test condi-
tion, as we had a limited region of measurement (only
the PFC). In the control condition, the participant evacu-
ated eight nonliving, inanimate patients (glass-blown
objects), and in the test condition the participant evacu-
ated eight standard human patients (see Figure 1). A set
of eight images of blown-glass objects and eight random
images of people were collected and paired with the 16
dilemmas. Conditions were administered in blocks (of
eight trials, randomized) preceded by a 30-s resting sam-
ple (for the conversion to hemoglobin) and instructions
(i.e. ‘there is a fire in office x, evacuate as many people
as possible’), and counterbalanced. A trial was composed
of four parts:

� A pre-dilemma period (30 s) consisting of a sim-
ple counting task to ensure the participant’s atten-
tion to the computer screen.

� A textual description (15 s) of a moral dilemma
accompanied by a randomized photo of an agent.
The type of the agent displayed (either glass or
human) was in accordance with the condition (con-
trol or test, respectively). In the control condition,
the dilemmas also employed physical impediments
to evacuating the objects in a timely fashion (i.e.,
instead of ‘a boy in a wheelchair’ one might have

Figure 1. (Color online) Experimental protocol: a pre-
dilemma task signaled the participant’s attention and a fixation
point signaled a resting period. The parts indicated in red con-
tained a moral dilemma stimulus and decision, during which
the participant’s hemodynamic activity was sampled. The order-
ing of conditions was counterbalanced between-subjects and
the ordering of trials was randomized by subject.
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a blown-glass object too large or too heavy, etc. to
evacuate quickly).

� An answer period (15 s) during which the partici-
pant selected an action option (save or leave) in
response to the dilemma.

� A rest period (15 s) where the participant focused
on a fixation point and relaxed.

3.3. Population and procedure

Ten subjects (five male), ages 19 to 33 (M = 22.0,
SD = 3.8) were recruited and provided informed, writ-
ten consent. To avoid effects from task confusion,
learning, or difficulty, the participants first completed
four practice trials. Following that, the participants
completed the two conditions (eight trials per condi-
tion) in succession.

3.4. Data acquisition

A two-probe (two-channel), ISS OxiplexTS near infrared
tissue oximeter was used to record hemodynamic activity
in the PFC at a temporal resolution of 6.25 Hz. An elas-
tic, black headband was used to securely fit the NIRS
probes in place on the subject’s forehead to sample the
left and right PFC respectively. The subject was seated
in a generic office chair (Zoom Seating, model
SP46105).

3.5. Signal processing

The ISS OxiplexTS records relative absorption and scat-
tering coefficients of the sampled tissue, which require
additional processing prior to statistical analysis. The
raw measures are first converted to hemoglobin values
using the modified Beer Lambert Law (MBLL). We used
the MBLL implementation from NIRS-SPM, a publicly
available processing and analysis package for NIRS
data.[33] This yields a measure of deoxygenated (Hb)
and oxygenated (HbO2) hemoglobin for each probe (left
and right). We first applied a high-pass filter to remove
low-frequency artifacts such as Mayer waves, followed
by a low-pass filter to smooth artifacts arising from car-
diac pulsations and respiration.[1] Lastly, we applied a
correlation-based signal correction (CBSI) [34] and then
averaged over trial repetitions, to reduce the effects of
task-unrelated artifacts.

Since the CBSI correction is calculated from the cor-
relation between Hb and HbO2 measures, the deoxygen-
ated (Hb) measures become redundant and are thus
discarded from statistical consideration at this point. We
then truncate the HbO2 signals to a 20-s window after
the delivery of the dilemma instruction (5–25 s, exclu-
sive). This 20-s truncated signal maximizes chances of

capturing the peak of the hemodynamic response even if
the peak of the response varies temporally as a function
of condition. As a result, we have two 20-s HbO2 signals
(left and right PFC) per condition.

3.6. Statistical analysis

As the investigation was a fully within-subjects design
with one independent variable (standard moral dilemma
with human patients versus baseline) and two dependent
variables (left and right prefrontal hemodynamic activ-
ity), we inferred significance using two, two-tailed
matched-pair t-tests. Specifically, to determine whether
the standard moral dilemma with human patients elicited
significant task-related hemodynamic changes, we con-
ducted the two-tailed matched-pair t-tests on the differ-
ence in mean oxygenated hemoglobin (HbO2) between
the two conditions (see Figure 2) with the null hypothe-
sis that the difference was zero. Here we represented the
difference in HbO2 between the two conditions using an
area-under-the-curve (AUC) summary statistic. The AUC
statistic is calculated by summing the signal change
(condition hemoglobin concentration − baseline hemo-
globin concentration) and taking the average of the 20-s
truncated signal. This results in one mean AUC value
for the left and for the right PFC, for each participant,
for a total sample size of N = 10.

3.7. Results

As expected, the difference in activity between conditions
showed that significantly greater activation was elicited
by the human condition compared to the baseline in both
the left (tobs = 5.1108, tcrit(9) = 4.7809, p < 0.0010) and
right (tobs = 4.9942) prefrontal cortex. Specifically, the
difference in mean HbO2 (computed by subtracting base-
line activity from the test condition activity) in both
hemispheres was found to be significantly greater than
zero. The significant differences observed are thus sug-
gestive that NIRS is capable of capturing activity related
to moral decision-making in the PFC. Hence we next pro-
ceeded with our follow-up experiments to investigate the
relative roles of agency and incentive in decision-making.

4. Effect of agency, moral value, and personal
incentive on decision-making

Via a four-part extension, we examined the effects of
agency, moral value, and incentive on both behavioral
and neural indices of decision-making. To evaluate their
relative effects, we designed four protocols (between-
subjects), where we constructed a set of both moral and
non-moral dilemmas crossed with four agent manipula-
tions (within-subjects). A preliminary report of the meth-
ods and results of the moral versus non-moral protocol
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manipulation are published in Strait et al.[1] Below we
extend both the analysis and discussion of the three
manipulations.

4.1. Agent manipulation

To investigate the role of the agency in decision-making
(emotional and non-emotional), we introduced two agent
categories – dog and robot – in addition to the human
and glass (control) categories used in our preliminary
investigation. These four categories were selected to rep-
resent four hypothetical levels of agency (see Figure 3).
We selected robots as prior work suggested lesser agency
is ascribed to robots in comparison with humans (e.g.,
[28,35]), and specifically used the Aldebaran Nao for its
humanoid appearance. We additionally chose the canoni-
cal canine pet based on Gray et al. [7] which showed
canines were ascribed more agency than robots, but less
than humans.

Hence we had four agent types (glass, robot, canine,
and human) – where the agent type represented the

patient (e.g., person facing life/death) in the dilemma –
to evaluate the effects of agency. Agent categories were
administered in blocks of six trials (randomized) and pre-
ceded by a 30-s fixation period (for post hoc conversion
of raw NIRS data to hemoglobin). Ordering of the agent
conditions was counterbalanced.

4.2. Moral and non-moral protocols

To disentangle the contributions from the emotional
value of the decision (e.g., moral dilemma) versus value
of the agent involved (e.g., canine), we designed two
protocols to manipulate the moral value of the decision.
Thus we constructed a set of 24 moral utilitarian dilem-
mas (six dilemmas per each of the four agent conditions)
and 24 non-moral utilitarian dilemmas. The number of
trials was reduced from eight (used originally in the pre-
liminary investigation) to six in order to avoid signifi-
cantly extending the total session time.

In the non-moral protocol, the evacuation scenario
was modified to be a relocation scenario, where the

Figure 2. (Color online) Mean difference in oxygenated hemoglobin between the two conditions (human versus glass) across partici-
pants (N = 10). In the plots, the dilemma presentation begins at time t = −5 s and the answer period terminates at t = 25 s. The signal is
truncated from 0 to 20 s to capture the maximum change in hemoglobin.

Figure 3. Agent categories: an inanimate glass object (far left) and human (far right) types were used in all experiments. The robot
(Aldebaran Nao), middle left, and canine, middle right, agent types were added in the follow-up experimental series to evaluate
effects of perceived agency.
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goal was to relocate as many patients (agents) as possi-
ble. As in the moral protocol, we constructed a set of
24 non-moral utilitarian dilemmas (with one additional
modification to the answer stimulus: instead of the
option to ‘save’, the participant now had the option to
‘take’). As an example of a non-moral dilemma (in the
instance of a blown-glass object) the dilemma read as
too large or too heavy, etc. to transport (instead of
evacuate) quickly.

Based on the expectation that exposure to both proto-
cols would bias participants, the protocol manipulation
was administered between-subjects (as opposed to the
within-subjects agent manipulation).

4.3. Reward stimulus

Following the 30-s fixation period and prior to the first
of the four agent blocks, a reward stimulus was pre-
sented (see Figure 4). The stimulus offered $5 bonus for
good performance, where good performance was defined
as evacuating (in the moral protocol) or as transporting
(non-moral protocol) as many agents as possible (i.e.,
making the most utilitarian – sacrificing one person for
the lives of many – judgments possible). We expected
this manipulation to bias participants towards the utilitar-
ian decision, thus reducing the difficulty (and hence,
expected prefrontal activation) of the decisions.

4.4. Measures

Two behavioral metrics, (1) agency ascription and (2)
dilemma outcome, as well as the NIRS-based indirect
measure of (3) neural activity were sampled. Partici-
pants’ ascriptions of agency were operationalized by five
dimensions:

� capacity to make decisions
� capacity to feel physical/emotional pain
� having of desires/preferences/intentions/goals
� having of common sense, and
� having of free will.

The agency measure was collected via a post-question-
naire using a 5-point Likert scale to rate each dimension
(see Figure 5). A measure of dilemma outcome between

−1 (corresponding to kill in the moral protocol and leave
in the non-moral protocol) to 1 (save/take) was calculated
by summing and then averaging each participant’s deci-
sions across the six trials for each agent type. Neural activ-
ity was recorded in the left and right prefrontal cortex
again using the two-channel ISS OxiplexTS near infrared
tissue oximeter (with a temporal resolution of 6.25 Hz). As
we did previously, the raw data were then converted, fil-
tered, and truncated prior to statistical analysis.

4.5. Population

Forty Tufts University students and staff were recruited to
participate (10 per condition): 10 (three male) in the
moral/non-incentivized protocol, ages 18 to 31 (M = 20.8,
SD = 3.6); 10 (also three male), ages 19 to 22 (M = 20.2,
SD = 1.3), in the non-moral/non-incentivized protocol; 10
(four male), ages 18 to 22 (M = 19.9, SD = 1.5), for the
moral/incentivized protocol; and 10 (three male), ages 18
to 23 (M = 20.0, SD = 2.1), for the non-moral/incentivized
protocol. All participants reported being right-handed,
with no history of brain trauma. Participants provided
informed, written consent and were paid $10 for their
involvement. Participants again completed four practice
trials prior to the experimental conditions and conditions
were counterbalanced.

4.6. Statistical analysis

The four dependent variables – the two behavioral met-
rics (agency ratings and dilemma outcomes) and the two
hemispheres of NIRS-based activity – were analyzed
with a mixed-methods ANOVA model with the follow-
ing independent variables: agent category (glass vs. robot
vs. canine vs. human; within-subjects), emotional value
(moral vs. non-moral; between-subjects), and incentive
(incentivized vs. non-incentivized; between) and all
related two-way and three-way interaction effects of
those factors.

4.7. Results

4.7.1. Agency ascription

As expected, there was a main effect of agent category
on subjective ratings of agency, confirming our

Figure 4. (Color online) Incentivized protocol. A reward stimulus is presented after the 30-s baseline acquisition and prior to receiv-
ing the dilemma stimuli. There were four agent categories manipulated within-subjects (six trials of each category).
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experimental manipulation of agent type. Specifically,
human agents were attributed the highest level of agency,
followed by dogs, then robots, and lowest, the control
agent (glass): F(3159) = 434.31, p < 0.0001. Post-hoc
multiple comparisons revealed that between living and
non-living agent categories, all pair-wise comparisons
were significant (i.e., human agents and canine agents
were attributed significantly more agency than both robot
and glass categories). However, within those categories
(i.e., robot versus glass, human versus canine) – with the
exception of the moral protocol, where the agency
ascribed to robots was significantly greater than that of
the control (glass) category – all other comparisons were
non-significant (e.g., agency ratings between human and
canines was not significant).

Moral value (moral vs. non) also showed a main
effect on subjective ratings of agency (F(1159) = 4.11,
p = 0.0444), with significantly higher ratings observed
in the moral protocol. Surprisingly, however – counter
to our hypotheses – no significant effects were
observed due to monetary incentivization (F(1159) = 0,
p = 0.9496).

4.7.2. Dilemma outcomes

Similarly, there was a main effect of agent category on
the dilemma outcomes (F(3159) = 9.68, p < 0.0001).
However, post hoc multiple comparisons showed only
the human agent type was significantly affected (i.e., no
statistically significant differences between glass vs.
robot vs. canine), with the highest likelihood of saving/
transporting (see Figure 6).

There was also, again, an effect due to the emotional
value (F(1159) = 7.62, p = 0.0065), as well as an inter-
action effect between agent category and emotional value

(F(3159) = 14.71, p < 0.0001). Multiple comparisons
showed participants overall more likely to leave an agent
(in exchange for the lives of more) in the moral protocol,
whereas in the non-moral protocol they were not more
likely to transport or to leave the agents. However, par-
ticipants were significantly more likely to save living
agents (human and canine) than non-living agents (glass
and robot). Yet, again there was no overall significant
effect due to the reward incentive (F(1159) = 1.22, p =
0.2713).

4.7.3. Neural activity

Statistical analysis with our ANOVA model revealed,
regarding the left anterior prefrontal cortex, there was no
main effect of either agent type or of incentive on the
hemodynamic activity observed. There was, however, a
significant main effect due to moral value (F(1159) =
5.74, p = 0.0179), with the moral protocol eliciting
greater increases in oxyhemoglobin than the non-moral
protocol.

Regarding the right PFC, there was a main effect
of both emotional value (F(1159) = 7.22, p = 0.0080)
and of incentive (F(1159) = 12.94, p = 0.0004). As in
the left PFC, again the moral protocol showed greater
hemodynamic change than the non-moral protocol. The
effect of the reward stimulus, however, reduced the
change in oxyhemoglobin in comparison to the non-
incentivized protocols (see Figure 7) in line with our
hypothesis. In addition to the main effects of moral
value and incentive, there was also an interaction
effect between agency and moral value, F(3159) =
2.93, p = 0.0358 (see Figure 8), and a trend towards
a significant interaction effect with incentive, F(3159)
= 2.53, p = 0.0651).

Figure 5. (Color online) Mean agency ascription across subjects (N = 10) for each agent category (averaged across the five dimen-
sions of mental-state attribution). Ratings were normalized prior to averaging across subjects. Error bars represent standard deviation.
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4.8. Discussion

The aim of this series of studies was to investigate the
relative effects of agency, moral value, and incentive on
both participants’ behavior and prefrontal hemodynamics
in utilitarian decision-making.

Consistent with prior work (e.g., [35]), we found
main effects of both agent category on perceptions of
agency and of moral value on behavior in the dilemma
outcomes. However, while both canine and human agent
categories were attributed significantly greater agency
than the non-living categories (glass and robot), only
human patients were significantly more likely to be
saved than any other patient type. Moreover, contrary to
our expectations, the monetary reward stimulus did not
significantly influence either of the behavioral measures.

There was, however, a strongly significant main
effect of the incentive on participants’ hemodynamic
activity in the PFC, showing in particular that the pres-
ence of the incentive substantially reduces prefrontal
activity. This result suggests a diminished level of cogni-
tive appraisal of the situation and, while there were no
significant effects on participants’ behaviors, it is still
possible that with a greater reward (e.g., with $10
instead of $5) the behavior may indeed be influenced.
Currently, the results suggest the effect of incentive (at
this level of incentivization) is perhaps more readily
observable using NIRS. Hence, monitoring the prefrontal
cortex for reward-based neural activity may serve as a
useful correlate in further experimentation.

Regarding the effects of moral value and agency
manipulations on prefrontal activity, the moral manipula-
tion showed a clear, bilateral effect while agency showed
only interaction effects. Although the effects of agency
on neural activity were non-significant, the observation
of an interaction effect between moral value and agency

Figure 6. (Color online) Mean likelihood of behavioral outcomes across subjects (N = 10). Outcomes correspond to kill/leave (−1)
and save/take (1).

Figure 7. Main effect of incentive (left) and emotional value
(right). The vertical axis depicts the condition, with the mean
AUC (+/− standard deviation, unit is mmol/L) depicted along
the horizontal axis.

Figure 8. Interaction effect of incentive with agent category.
The monetary stimulus actually reduces the change in oxyhe-
moglobin (bringing it closer to zero) across agent categories.
Depicted is mean AUC, with units of mmol/L.

144 M. Strait and M. Scheutz



suggests a degree of importance in deciding the moral
dilemma. Moreover, it is possible, given the limited pres-
ence of the agents (specifically, participants only viewed
images of the agents), that by increasing the presence
(such as placing participants within the same room) a
main effect of agency may become more apparent from
the NIRS data (e.g., [36]).

In terms of emotionally sensitive behavioral out-
comes, there is a clear divide between living and nonliv-
ing agents. Specifically, living agents (human and
canines) are more likely to be saved – suggesting life-
like rather than human-like qualities exert more influence
on decision-making in these contexts. That is, despite the
human-like appearance of the Nao robot, it was no more
likely to be saved than the non-human-like blown-glass
object. However, it is possible that the Aldebaran Nao is
not sufficiently human-like and that humanoids with
greater human-likeness might show different behavioral
outcomes (e.g., an android robot might be more likely to
be saved than the Nao or glass objects due a highly
human-like appearance).

4.9. Limitations

It is important to note that this series of investigations
were conducted in a still very controlled fashion. Most
importantly, the task was purely hypothetical and no
interaction with physical agents took place, thus it
remains to be investigated whether these results hold in
realistic settings (e.g., [37]). Moreover, as precise coordi-
nates for the placement of the NIRS probes were not
used (and thus may result in alignment error), between-
subjects analyses of the neural data are qualitative in nat-
ure and, moreover, comparisons with previous work in
fMRI may be error-prone given the lack of confirmation
as to the exact sampling region of the brain.

Additionally, it is important that the metrics used
here may not have fully captured the influence of
agency, emotional value, and incentive. While the mone-
tary incentive showed no effects on the measured behav-
ioral indices in the contexts of this series of
experimentation, there may be other effects not captured
by the particular behavioral metrics used here or effects
that may present in other scenarios or with other agents.
For instance, while we did not measure reaction times of
responses to the dilemma prompts, they may further con-
firm whether the incentive and moral manipulations
make it more or less difficult to come to a decision
(despite the overall dilemma outcomes being unaffected).
Moreover, the metrics used here did not assess the par-
ticipant’s workload or perceptions of the task difficulty,
which may underlie the effects of these three factors, as
each of the factors seems to increase (e.g., moral value)
or decrease (e.g., monetary incentive) the difficulty of
the dilemmas. Hence, to understand the mechanisms

responsible for differences in prefrontal activation, fur-
ther experimentation should attempt to disentangle or
illuminate the relationship of workload to the factors
under investigation here.

5. Conclusions

The first preliminary investigation in this series of stud-
ies supports NIRS as a potential alternative to fMRI for
measuring neural processes recruited in moral-dilemma
scenarios, thus allowing for a multitude of more realistic
investigations on emotionally sensitive decision-making
tasks. However, this study was conducted still in a very
controlled fashion, as participants were instructed to min-
imize their physical movement (e.g., avoid scratching,
stretching, etc.). It would require further investigation to
validate both (1) whether NIRS would be suitable for
realistic, let alone ‘in the wild’, investigations, and (2)
whether the activity measurable in this protocol with
NIRS fully corresponds to that measured using fMRI;
nevertheless, it demonstrates the evaluation of decision-
making processes in more realistic settings than what is
currently possible with fMRI.

The second of the two suggests that all three factors
play a role in decision-making. Specifically, moral value
significantly increases the likelihood of living patients
(humans and canines) being saved, as well as the corre-
sponding prefrontal hemodynamic activity, whereas, sur-
prisingly, the incentive shows only a significant influence
of monetary reward on hemodynamics (reducing the
observed activity) but not behavioral metrics. This result
in particular suggests that effects of incentive are perhaps
more readily observable using NIRS. Moreover, agency
interacts with both factors regarding hemodynamic activ-
ity in response to human patients, with moral value fur-
ther increasing the corresponding activity and with
incentive further decreasing the activity.

Although replication using fMRI is necessary to con-
firm NIRS as a valid alternative, as well as TMS to pin-
point the prefrontal substrates of the underlying
processes, this paper provides a preliminary evaluation
of NIRS for studying decision-making processes in the
presence of emotion and agent-based artifacts, as well as
the influences of personal engagement (rather, disengage-
ment via the $5 monetary incentive). While the technol-
ogy and results are both limited in scope and
applicability, we hope they may serve as a basis for fur-
ther investigation of agency in emotional and non-emo-
tional decision-making.
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