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Abstract—Humans are deeply affective beings that expect other human-like agents to be sensitive to and express their own affect. Hence,
complex artificial agents that are not capable of affective communication will inevitably cause humans harm, which suggests that affective
artificial agents should be developed. Yet, affective artificial agents with genuine affect will then themselves have the potential for suffering,
which leads to the “Affect Dilemma for Artificial Agents”, and more generally, artificial systems.
In this paper, we discuss this dilemma in detail and argue that we should nevertheless develop affective artificial agents; in fact, we might be
morally obligated to do so if they end up being the lesser evil compared to (complex) artificial agents without affect. Specifically, we propose
five independent reasons for the utility of developing artificial affective agents and also discuss some of the challenges that we have to address
as part of this endeavor.
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1 INTRODUCTION

Recent evidence from research in human-machine inter-
action suggests that appearance and behavior of artificial
agents will cause humans to form beliefs about their
human-likeness: the more human-like the appearance and
behavior, the more people will be inclinded to believe
that the agent has human-like capacities (e.g., [32], [7]).
In particular, natural language interactions – a proto-
typical human form of communication – with embodied
autonomous agents such as robots will cause people to
automatically form expectations about the agent’s behavior
and internal states, similar to the ones they would form
about other humans (e.g., see [38]). For example, an elderly
human being helped out of her bed by a medical assistant
robot will likely expect the robot to show empathy when
she displays pain. And while there is no need for the
robot to show empathy to get the job done, the lack
of displayed empathy in a robot incapable of emotional
expressions might give the elder the impression that the
robot does not care (lack of expression is often taken
as a meaningful expression itself). And while the robot
does not necessarily have to be capable of empathy to
produce behavior that expresses empathy in this case, it
has been argued that, in general, it will difficult for such a
robot to display and express emotions appropriately (i.e., at
times when humans would) without actually having them.
Moreover, given that affect processes are critical in humans
for managing computational resources, complex artificial
agents might benefit from such mechanisms as well. And
some have even argued that complex robots with human-
like cognitive capabilities will automatically be capable of
instantiating some human-like emotions (e.g., [45]).

We will return to this point about the need for artificial
agents to be affect-sensitive in more detail later; for now, let
it suffice to say that being able to take the human affective
makeup into account will likely improve human-machine
interactions and thus the machine’s task performance (if
it depends on human collaboration and compliance as in
the elder-care scenario). Hence, all else being equal, we
should endow artificial agents with affect mechanisms as
long as we manage to develop sufficiently sophisticated
computational models of human affect that capture the
critical functional roles of affect for the type of agent and
interaction under consideration (e.g., in social interactions,
say). Note that this challenge of developing appropriate
human affect models might well require us to develop
truly cognitive human-like agents, which is far beyond our
current abilities. However, if we had such models, then in
principle, at least, the proposal is that we should use them to
improve interactions between humans and artificial agents.

However, as we will see shortly, this normative implica-
tion quickly runs into problems of its own. For endowing
artificial agents with genuine affect processes entails that
these agents will be capable of having affective states of
their own.1 And since these affective states will comprise
positive and negative affect, artificial agents will instantiate,
at least in part, negative affective states, something that is
clearly bad for the system. And while this does not imply
that all agents will be aware of their affective state or that
they will be aware that they are in a particular affective
state (i.e., that they have self-awareness with respect to their
affective make-up), complex artificial agents with human-

1. Note that we take “affect” to be a more general concept subsuming
all kinds of related concepts such as emotions, moods, etc. [48].



2

like cognitive mechanisms that include the capability for
awareness and self-awareness will inevitably also be aware
of their affective state (for otherwise affect would not be in-
tegrated in a way that models human-like affect processes).2

Thus, by developing affect models and endowing artificial
agents with them, we will have generated artificial agents
that have the potential for suffering.3 Note that this does
not necessarily mean that they actually will suffer (e.g.,
their operation might be too short or the circumstance
might not arise for them to instantiate negative affective
states). Nor does this necessarily mean that these agents will
suffer in exactly all the same ways humans can suffer (e.g.,
if some of the concomitant cognitive states are different
from human-like cognitive states). Yet, it does not either
remove the possibility for genuine suffering just because
the computational architectures of those agents are realized
in non-biological substrates (e.g., imagine a human brain
whose neurons are replaced one-by-one by functionally
equivalent artificial ones over many years a la Pylyshyn
[31]) or because the control processes in the architecture
are not quite human-like (e.g., most people would concede
that some animals can suffer and there is mounting evidence
for it, e.g., see [20]). And it seems difficult to argue
(although this point is still open for debate) that for complex
artificial agents capable of genuine affect (even if it is not
human-like), the moral value associated with those kinds of
affective states and the moral implications for those agents
to be in or to be put into those kinds of affective states ought
to be different from moral values associated with similar
types of states in animals and humans. Hence, the very fact
that we could create artificial agents with the potential to
suffer seems to imply, on moral grounds, that if such agents
could suffer, that we should not engineer artificial agents
capable of affect.

Thus, in sum, we are faced with the “Affect Dilemma for
Artificial Agents”, namely that there are moral reasons both
for endowing and not endowing artificial agents with mech-
anisms that enable them to instantiate affect processes.4

2 THE AFFECT DILEMMA FOR ARTIFICIAL

AGENTS

The Affect Dilemma is particularly worrisome because, on
the one hand, there is increasing urgency to resolve it given
that we are already witnessing the deployment of intelligent
autonomous artificial agents into society, while, on the other
hand, it is not immediately clear how to resolve it. The
obvious way of avoiding it – to simply eliminate affect
processes in humans and make humans operate at a purely
rational level as embodied, for example, by the fictional
Vulcans in the Star Trek science fiction series – is a non-
starter. For it seems reasonable to assume that either human

2. Note that we are assuming that complex artificial agents with a
human-like computational architecture will be capable of human-like
psychological states, (e.g., see the discussion about “psychological equiv-
alence” in [30]).

3. Some have argued that we should stop designing agents now because
current agents are already capable of and, in fact, are suffering [24].

4. Compare this to the three paradoxes described in [8].

affect cannot be fundamentally altered (for evolutionary
reasons) or that even if it could, we would not want to
fundamentally alter it (possibly again for moral reasons or
because it would essentially change us, as affect is a critical
part of what makes humans human).

Another solution, to stop building and deploying artificial
systems, seems unrealistic from a practical perspective: the
market dynamics of scientific research and development are
not easily impressed by moral arguments and typically find
a way to develop potentially dangerous technology despite
intellectual worries about its consequences. And even if
policy makers should step in and explicitly prevent certain
applications or products, the basic research itself is not
subject to these constraints and cannot be stopped.5 More-
over, there is already too much interest and momentum in
the international cognitive systems community, fueled by
ambitious funding programs in Japan, Korea, the EU, and
most recently the US as well, for us to put a halt on it (who
would do it and why?).6

Hence, if affect cannot be eliminated in humans and the
development of intelligent artificial systems, in particular,
artificial cognitive systems, cannot be stopped, we have
to find a resolution of the Affect Dilemma that involves
affective processes, either in humans alone or in humans
and artificial agents, or more generally, artificial systems.
The trouble is that the same causes both obligate us to
pursue affect mechanisms in artificial systems – to prevent
human suffering – and prevent us from building artificial
systems with affect – to prevent their suffering. More
specifically, if we do not design artificial systems that
are affect-sensitive (i.e., that are capable of recognizing
human affect and responding appropriately to it, which
will ultimately require them to instantiate affect processes),
we will face the problem that humans expect artifacts
(especially artifacts that project agency, due to autonomous
mobile behavior, see [38]) to be sensitive to their affect and
likewise to display affect of their own. For systems that do
not recognize and display affective states will cause harm
to humans for the very fact that “no affective display” is
also a display (that of indifference, not caring, etc.) and that
“not recognizing affect in humans” is also a “recognition”
(that of ignoring the expressed affect). Hence, for moral
reasons, we should avoid harm to humans and thus not
design (complex) artificial agents that interact with humans

5. Even amateurs will soon be able to build quite complex cognitive
systems based on widely available software components and technology,
very much like Libyan rebels are already able to build improvised
military robots combining existing technologies, e.g., see the video at
http://english.aljazeera.net/video/africa/2011/06/201161411201323416.html
(accessed on 08/06/2011).

6. Note that artificial intelligence has made steady progress ever since
its in inception over fifty years ago, even though the ambitious goals of
the early AI pioneers to reach human-level intelligence have not yet come
to fruition as they imagined. The various success stories such as IBM’s
Deep Blue and Watson programs, Google search, Nasa’s Mars rovers,
and many other sophisticated autonomous machines hint at the enormous
potential of future truly intelligent artificial systems for all aspects of
society. Assuming there is nothing in principle that prevents non-biological
machines from reaching human-level intelligence and beyond, it seems
very likely that truly intelligent artificial systems will be developed, sooner
or later.
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without being at least “affect-sensitive”.
On the other hand, if we do design such affect-sensitive

artificial systems (that are capable of recognizing human
affect, responding to it appropriately, and likely having
genuine affective processes of their own), then we might
still cause harm to humans and possibly to those systems
themselves. To see this, consider two ways of being “affect-
sensitive”: the affect is “fake” (i.e., the system only displays
it without having or experiencing it), in which case, the
system may or may not get the social aspects of the
affect behavior right (in interactions). Either way, however,
this can result human suffering; for if the affective social
interactions do not work properly, it will cause harm to
humans. If, however, the affective interactions with humans
work out, then this opens up the possibility for the system to
exploit human affect without being subjected to any adverse
affective effects itself. Specifically, the system might en-
gage in affective behavior that to the human is suggestive of
there being particular affective states realized in the system,
while, in fact, the system is in no such inner states (we will
return to this point later). As a result, the human might,
for example, develop unidirectional emotional bonds with
a system that itself is not capable of having emotions [38].
And this very fact, that humans will automatically develop
certain kinds of affective reactions and dependencies, could
be exploited by the system, thus causing humans harm.
And even if it is not intentionally exploited, the creation
of accidental human affective dependencies on the system
can still cause humans harm. Hence, for moral reasons, we
should avoid harm and thus not design artificial systems
that are affect-sensitive in the first sense.

The second way to be affect sensitive is for the system’s
affect to be genuine, i.e., the system displays and responds
to human affective states because of its own affective states.
And again, the system may or may not get the affective
interaction with humans right: if it does not get it right (e.g.,
because its affective states and their causal potential are
somewhat different from human states due to the system’s
different cognitive make-up), the disconnect in the affective
communication has the potential to cause both the human
and the system harm, because their affective perceptions
and responses do not match up. If the system gets the
affective behaviors right, however, then we managed to
design a system with genuine human-like affect that is as
much subject to negative affect as humans are, and we have
thus increased the potential for the realization of artificial
systems that suffer. Hence, for moral reasons, we should
avoid harm and thus not design artificial systems that are
affect-sensitive in the second sense. And in sum, we should
not design artificial systems that are affective-sensitive, for
moral reasons.7

As the attribute “dilemma” suggests, we cannot have it

7. Note that there are parallels here to ethical questions that arise in
the context of animal agriculture, where biological affective agents are
suffering to alleviate human suffering caused by malnutrition. Similarly,
the situation of building and deploying affective artificial systems that have
the potential to suffer is not unlike giving birth to children, a process that
also creates new agents with the potential to suffer.

both ways, one direction has to give. Which one, then,
depends on the associated advantages or disadvantages, and
possible additional arguments that we might bring to bear
in order to argue for one or the other side. For example, one
might weigh the social benefits and social costs of having
affective systems as part of our society, such as the benefit
of better human-robot interaction (with affective robots),
as compared to the potential for abusive human-robot
relationships. Or one may weigh the individual benefits (for
the artificial system) and the social cost of having affective
systems as part of our society, such as the benefit of being
able to make reasonable (affect-based) decisions under time
pressure in many situations (where deliberative mechanisms
are not applicable due to time or resource constraints) or
the costs of robots instantiating negative affective states or
potentially developing affective disorders (very much like
in the human case).

One might argue that, given that we have to make a
decision on which direction to pursue and that we do not
yet have affective systems capable of human-like affect, it
might be best to stop designing affective artificial systems
and accept that human interactions with artificial systems
will cause humans harm of varying degrees. Even though
this line of reasoning is clearly the easier path from a
technological perspective, we will argue that the disadvan-
tages of this position by far outweigh the disadvantages of
designing systems with affect, and that the advantages of
artificial systems with affect outweigh the disadvantages of
such systems. Hence, the proposed resolution of the Affect
Dilemma will be to recognize that the moral force with
which the two incompatible actions are recommended is not
equal, and that we should go for the lesser evil, which is to
explore affect mechanisms for artificial systems. Thus, we
will next make the case for why we should pursue affective
artificial systems.

3 FIVE REASONS FOR AFFECTIVE ARTIFICIAL

SYSTEMS

First note that it is not clear whether there are any good
reasons in favor of or against research on affect (or any
topic or subfield in artificial intelligence, for that matter),
based on apriori grounds alone (e.g., based on some notion
of “apriori utility” of a particular formalism, tool, or mech-
anism or based on some apriori ethical considerations).
From the perspective of artificial intelligence research,
for example, the question is an empirical one (and thus
aposteriori): how well affect mechanisms will work for
different tasks in different environments. In other words, the
performance comparison of different system architectures is
what ultimately determines whether one mechanism should
be preferred over another. And one could also take a wider
perspective and include the impact of artificial systems on
humans, in particular, and society, in general, into account
as part of the performance measure, thus including ethical
reasons in the evaluation. In the following, we will propose
five independent reasons for investigating affect processes
in artificial systems, all of which have value in their own



4

right, but together make in our view a strong case for the
utility of affective artificial systems vis-a-vis the potential
dangers connected with and resulting from them.

3.1 Computational Models of Affect

Computational models are playing an increasingly im-
portant role in the sciences and have been successfully
employed in cognitive science to study various mental
phenomena. Hence, there is intrinsic utility to building
and implementing models of human affect as part of the
classical research loop of empirical discovery and the-
orizing: starting with a cognitive/mental phenomenon in
reality and its description in a theory, experiments are
conducted to verify/falsify the given theory (e.g., [26] or
[29]) by deducing a prediction for a particular case. The
(empirically constructed) theory is then transformed into a
computational model, i.e., the “affective system”, and the
empirical experiment replaced by a “virtual experiment”
which is conducted by running a simulation of the system
model on a computer. The result of this virtual and cyclic
simulation process is twofold: first, it creates predictions
for “real world dynamics” and second, if these predictions
are not satisfactory, a possible change in the agent model
may be required which, in turn, may necessitate changes
in the original (empirically based) theory. In that case, a
rewritten version of the theory acts as the starting point for a
new cycle of empirical and/or simulation experiments. Note
that because some computational models will require social
situations and real-time interactions with humans who are
embodied and situated in an environment, these models will
have to be implemented on robots.

3.2 The Utility of Affective Control Mechanisms

Artificial agents, much like real agents, are often subject
to real-world constraints such as constraints on processing
time and computational resources. Hence, while it is often
in principle possible to develop an algorithm that computes
the theoretically optimal solution to a given problem, the
algorithm practically fails because its resource requirements
exceed the available resources. In those cases, affective
control mechanisms might help [36] as they, in part, serve
the functional role of providing evaluations of situations
that allow an agent to make “good enough” decisions within
the given resource constraints (rather than optimal ones).
Among the functional roles are simple control mechanisms
such as fast reflex-like reactions in critical situations that
interrupt other processes and help to decide what to do
next, but also more complex internal processes related to
the focus of attention, the retrieval of relevant memories,
the integration of information from multiple sources, the
allocation of processing resources and the control strat-
egy for deliberative processes [36]. In humans, affective
processes complement deliberative processes in ways that
lead to better performance at a great variety of tasks [4].
Similarly, in artificial agents, affective control mechanisms,
supplementing non-affective control strategies, can lead to
better agent performance [40]. It thus seems that whether

affect is useful or better than other methods for artificial
agents, is a question that should be investigated and deter-
mined in systematic analytic and experimental evaluations
of affective mechanisms, e.g., comparing affective to non-
affective mechanisms [36] (we will expand on this point
later).

3.3 Ethical Decision-Making in Artificial Systems

There is currently increasing interest in ethical decision-
making and some have proposed architectural mechanisms
that would allow machines to make some ethical decisions
[2], [1]. However current algorithms are very limited in
scope and the question arises whether there is a general
purpose algorithm for allowing machines to make ethical
decisions. Aside from the fact that it is not even clear
from a philosophical perspective which ethical theory these
decision algorithms should follow (e.g., deontological, util-
itarian, virtue- or rights-based, etc.), it is an open practical
question whether these algorithms would be feasible and
produce good results, even if the theoretical preference
issue were settled. This is because many ethical decision
processes would require vast amounts of data for the
outcome to be justifiable (e.g., a utilitarian approach would
require that an artificial system be able to compute all
possible action outcomes together with an assessments of
their costs and benefits, aside from questions about the
scope of the assessment). Especially under time pressure,
such general approaches seem doomed to fail. And while it
might be possible to encode parts of the decision procedure
in rules that can be applied quickly (e.g., as in Arkin’s
Ethical Governor [2]), these rules will likely be insufficient
to capture cases in previously inexperienced situations that
the designers did not foresee at design time. Hence, both
the lack of computational power (and knowledge) as well
as the lack of preference for an agreed-upon ethical theory
together suggest that we might have to contemplate other
ways of reaching ethical decisions, in addition to the current
approaches. This is exactly where affective states might
help. Since affect is at the core a measure of how good
or bad a situation is for an organism [36] and some
affective evaluations are social (e.g., the ones connected to
social emotions like empathy), the right kinds of affective
behavior might then also turn out to be ethically justifiable
as a byproduct of the system’s affective evaluations in
social contexts. But note that affect is neither necessary
nor sufficient for artificial systems to be able to make
ethical decisions. For the former, observe that even an
affective artificial system could still reach ethical decisions
on purely rational grounds alone; for the latter, note that
not all affective evaluations are necessarily good (e.g.,
there might be a tension between individual and social
emotions in the system or the system might be subject
to affective disorders in very much the way humans are).
Nevertheless, negative affect could prevent an artificial
system from acting in ethically unjustifiable ways if the
system were endowed with mechanisms that would allow it
to “experience” negative affective states (in a clear sense of
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“experience” that we would have to specify, of course) and
if those experiences were tied to the appropriate corrective
actions (to prevent those experiences or to attempt to reduce
them).

3.4 Complex Agents will have Affective States

There is another line of reasoning for the investigation
of affect in artificial systems that does not even involve
arguments in favor of or against designing artificial systems
with particular affect mechanisms: we will eventually, by
necessity, have to deal with affect in artificial systems once
these systems become complex enough; not so much for
its utility, however, but to be able to avoid its negative
effects. For systems of a particular complexity (with de-
liberative and reflective mechanisms) might be capable of
instantiating what Sloman [45] calls “tertiary emotions” as
a byproduct of their processing mechanisms. For example,
typical human-like emotions such as “guilt”, “infatuation”,
and others seem to result in frequent interruptions of de-
liberative and reflective processes (e.g., diverting attention
to past episodes or to a restricted class of features). Some
emotions can be construed as the loss of control of certain
reflective processes that balance and monitor deliberative
processes. Such emotions, then, are not part of the architec-
tural specification of a system, but rather emerge as a result
of the interactions of various components in the control
system. This is similar in principle to other non-affective
“emergent states” such as “thrashing” or “deadlocks” that
occur in many computer systems where in neither case
the system has been designed to enter or instantiate these
states, but where the presence of architectural mechanisms
(e.g., paged, virtual memory in the first, multiple parallel
processes with process synchronization mechanisms in the
second case) makes them possible.

One consequence of the nature of these emergent states
is that robots like “Commander Data” from Star Trek with
at least human-like cognitive capacities and thus all rele-
vant architectural components that give rise to human-like
cognitive processes, but without architectural mechanisms
that allow for the instantiation of (tertiary) emotions, are
impossible (e.g., see [49]). This is because if all relevant
architectural components for human cognition are part of an
architecture, the architecture has the potential to instantiate
the same kinds of emergent states as the human cognitive
architecture. Yet, it might still be possible to build systems
in such a way as to prevent the instantiation of negative
affective states in most circumstances (e.g., similar to an
operating system that might be able to prevent “thrashing”
by monitoring the time spent on swapping memory pages,
detecting that it is entering an “unstable state”, and sus-
pending processes in response until it reaches a save state
again).

3.5 Preventing Human Harm and Suffering

Finally, there is yet another reason for advancing our
understanding of affect and exploring affect in artificial
systems in the long term, both at a conceptual as well

as an implementational level, that has not been addressed
yet, but will eventually be of critical importance for its
impact on society: this is to prevent human harm resulting
from unidirectional emotional bonds with social artificial
systems such as social robots. We have previously argued
at length [38] that in particular social robots such as
entertainment robots, service robots, and robot companions
have the potential to automatically and unintentionally
exploit human innate emotional mechanisms that have
evolved in the context of mutual reciprocity which robots
do not have to meet. Specifically, social machines with
(limited) autonomy and adaptivity (to be able to change
their behaviors) have far-reaching consequences, for their
mobility enables them to affect humans in very much the
same way that humans are affected by animals or other
people. In particular, it allows for and ultimately prompts
humans to ascribe intentions to social robots in order to
be able to make sense of their behaviors. And there is
growing evidence that the exhibited degree of autonomy of
an artificial system is an important factor in determining the
extent to which it will be viewed as human-like [19], [42].
Hence, designers are faced with the challenge to find ways
to counter this process of automatic impression forming in
humans that takes place when humans interact with these
artifacts (in [38], for example, we show that this even
happens with surprisingly simple autonomous robots like
the Roomba vacuum cleaner). It is clear that robots are
already causing humans harm either out of incompetence
by being neglectful of human affective states (e.g., failing
to notice and counter human anger directed at the system
because of problems with its behavior) or by wrongly
indicating states that are not present in the system (e.g.,
suggesting through facial expressions that the system is
interested, happy, sad, etc.).

We believe that rather than trying to make robots behave
in ways that do not trigger “Darwinian buttons” in humans
(which will be difficult if not impossible), we might have
to accept this human propensity and rather put mechanisms
into place on the artificial system’s side that will prevent, to
the extent possible, unidirectional emotional bonds. Endow-
ing artificial systems with genuine affect of their own is one
solution that would, at the very least, enable the possibility
of bidirectional emotional exchanges between humans and
artificial systems. The idea here is to trade the potential
suffering of artificial systems with human suffering, and
to allow for the possibility of new suffering (by virtue of
creating machines capable of it) to reduce or prevent human
suffering. And while it will also open up the possibility for
artificial systems to suffer, it is exactly the potential for
suffering (e.g., the potential for unrequited love) that will
be able to prevent, by and large, what could otherwise be
large-scale abusive relationships between humans and non-
affective robots in the future.
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4 AFFECT IN ARTIFICIAL SYSTEMS: SOME OF

THE CHALLENGES AHEAD

Having made the case for investigating and developing
affective artificial systems, it is also important to point
out the challenges that have to be addressed as part of
this process, which range from conceptual challenges, to
architectural and implementation challenges, to challenges
regarding the comprehensive evaluation of positive and
negative effects of affect mechanisms in artificial systems.

4.1 Conceptual Challenges

So far, we have used “affect” as a pre-scientific, unanalyzed
term, relying on our folk intuitions about the types of
concepts that “affect” might denote. It is, however, critical
to appreciate the range of concepts that fall under the
general notion of affect: from mere sensations or feelings
(the purest form of qualitative experience, e.g., pains), to
simple homeostatic control and drives, to various kinds of
motivations, to basic emotions and moods, to all kinds of
complex emotions, attitudes, tastes, and many more. Most
of these categories are themselves composed of concepts
that comprise instances of varying complexities and require
elaboration.

The conceptual difficulties in defining affect concepts is
widely acknowledged among researchers in the “affective
sciences” [6]. First and foremost, the extension of “affect”
is unclear: for some affect includes feelings and moods, but
not emotions, whereas for others affect is a general notion
subsuming feelings.

Second, the differences among the various subclasses of
affects (moods, emotions, feelings, etc.) are unclear. For
example, consider how moods differ from emotions: for
some, moods are just like emotions except that they evolve
at a larger time scale (i.e., they last for a much longer
time span and are gradually modified by several events,
e.g., [11]). For others, moods are distinctly different from
emotions in that moods modulate or bias cognition (e.g.,
memory, see [9]), whereas emotions are taken to modulate
or bias action: they “will accentuate the accessibility of
some and attenuate the accessibility of other cognitive
contents and semantic networks” [5]. Yet, others draw a
distinction between moods and emotions with respect to
their intentionality: moods, as opposed to emotions, do not
have an object, toward which they are directed. They are
“non-intentional affective states” [13] in that they are not
about anything. One can be anxiety-ridden without there
being a particular object causing the anxiety, while fear is
typically triggered by a perception of a particular kind (i.e.,
the perception of an object eliciting fear, see also [25]).8

Third, the extensions of the various subclasses of affect
are themselves unclear. For example, there is no consensus
among scholars working on emotions about how to construe
basic emotions or whether the concept is even coherent
(for more details and references see [27] or [16]): while

8. It is interesting in this context that what used to be called “affective
disorders” in clinical psychology has come to be called “mood disorders”.

Ekman [10] individuates basic emotions based on universal
facial expressions (i.e., expressions of anger, disgust, fear,
joy, sadness, and surprise), James [18] takes fear, grief,
love, and rage to be basic emotions. For Izard [17], anger,
contempt, disgust, distress, fear, guilt, interest, joy, shame,
and surprise are basic emotions, while yet others count rage,
terror, anxiety, and joy as basic, or expectancy, fear, rage,
and panic. Even less agreement can be found regarding
higher, or more complex emotions such as infatuation or
embarrassment (e.g., see [47]).

Yet, even though there is no formally precise characteri-
zation of affect concepts, it is still possible to start with
operational definitions of some forms of affect in order
to be able to investigate affect phenomena. As many psy-
chologists and artificial intelligence researcher have pointed
out (e.g., [28], [44], [14], [3]), affect concepts are best
characterized as denoting enduring processes of behavior
control: action and reaction, adjustment and modification,
anticipation and compensation of behavior in various (fre-
quently social) situations. Often it is not a single inner
state of an agent architecture that determines whether an
agent has, experiences, or displays some form of affect, but
rather a whole sequence of such states in combination with
environmental states. “Fear”, for example, does not refer
to the make-up of an agent at a particular moment in time,
but to the unfolding of a sequence of events, starting from
the perception of a potentially threatening environmental
condition, to a reaction of the agent’s control system, to a
reaction of the agent’s body, to a change in perception, etc.
Consequently, we construe affective phenomena as intrinsi-
cally process-like, which may or may not include state-like
phenomena (e.g., disappointment includes a surprise state).
In accordance with the process view of affect as a means
of behavior control, affective processes are instances of
control processes. As such they serve the primary purpose
of initiating, ending, interrupting, modulating, regulating,
and adjusting agent behavior, from simple motivational
control (like a food drive caused by hunger), to moods (like
elation), to emotions (like fear), to complex forms of affect
(like embarrassment or passionate love).

To be able to distinguish control processes that involve or
instantiate affect concepts from those that do not involve or
instantiate them, we use a rough distinction between belief-
like and desire-like states [35]: a state S (of an agents’
control system) is belief-like if the agent is disposed to
change S so as to maintain a correspondence or correlation
between S and some other environmental state E, whereas
S is desire-like if the agent is disposed to change some
environmental state E so as to maintain a correspondence
or correlation between S and E. Note that we construe the
environmental state E in a “wide sense” so as to include
states of the agent as well.

Affective control processes, then, comprise more or less
positively or negatively valenced desire-like states as part
of their control process, which the agent does or does not
desire to a varying degree, similar to “belief-like” states
which can vary according to the degree to which the agent
is committed to taking them as true or false (see [48] for
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a much more detailed account and definition of “affect”
and “emotion”). Furthermore, affective control processes
are teleological processes in that they deal with the control
of tasks that matter to the well-being of the agent—for
organisms produced by evolution this is related to survival,
procreation, etc., while for artifacts well-being may have to
be determined and specified by the designer. For an “affec-
tive multi-user operating system”, for example, well-being
may be defined as being able to serve all user demands
with no latency. Such a system may get “stressed out”
and eventually “overwhelmed” when too many users start
demanding jobs, which then may cause it to engage “coping
mechanisms” (e.g., stopping low-priority jobs, refusing new
network connections, etc.) that will bring it back into a
desirable, “healthy” state (or it may get “depressed” and
never recover).

The last example also raises an important point that may
express the sentiments of someone inclined to keep affect
out of artificial intelligence research: “All of this seems to
be true of standard (non-affective) operating systems, why
should such an OS be called ‘affective’, i.e., why introduce
terminology that has all kinds of connotations? It looks like
calling these mechanisms ‘affective’ has no added benefit,
but will cause a lot of conceptual problems and lead to
wrong conclusions about the nature of the system”. This
is clearly a valid concern that ultimately has to do with
the difference between the inscription of states versus the
presence of states in an architecture. A more mundane
example to illustrate this difference is that of “wall fol-
lowing behavior” in two kinds of robots: in the first, there
is a particular component in the robot’s architecture that is
activated when a wall is detected and leads to the observable
wall following behavior by monitoring the distance of the
robot to the wall and adjusting its movements to keep
that distance constant. In the other robot, “wall following”
does not have an architectural representation, but rather
“emerges” from the interplay of two components, one
which controls forward movement and the other which
controls turning away from something that is taken to be
an obstacle (in this case the wall). Both systems exhibit
the same observable “wall following” behavior, but only
the first implements an explicit control component for it.
Note that the difference between the two systems does not
show up factually, but rather counterfactually: what the two
robots would be capable of doing if different parameters in
the architecture were to be changed. In particular, suppose
we wanted to add an LED to the robot that should be turned
on whenever it is performing “wall following” behavior—
this would be trivial in the first (just turn it on dependent on
the activation of the “wall following” component), but more
difficult in the second (as what constitutes “wall following”
would have to be determined from the activations of for-
ward movement and turning). It is this kind of difference
that distinguishes the “affective” from the “non-affective”
operating system in terms of the non-observable behavior,
and the motivation for explicit representations of affective
control states to be able to utilize them (e.g., ideally to
improve task performance, but in the simplest case just

to signal as with the robot that the system is entering a
particular, possibly undesirable state, which would allow
the operator to take actions).

In sum, affective control processes in animals (and
consequently in artifacts) may or may not have any of
the following characteristics: a perceptual component that
can trigger the affect process, a visceral component that
affects homeostatic variables of the agent’s body, a cog-
nitive component that involves belief-like states as well
as various kinds of deliberative processes (e.g., redirec-
tion of attentional mechanism, reallocation of processing
resources, recall of past emotionally charged episodes, etc.),
a behavioral component that is a reaction to the affect
process (e.g., in the form of facial displays, gestures or
bodily movements, etc.), and an accompanying qualitative
feeling (“what it is like to be in or experience state S”).
None of these aspects are necessary for affect, nor are they
sufficient. Yet, most of them are taken to be part of the many
forms of human affect we know from our own experience.
Getting clear on what they are and how to define them is
part of an ongoing debate in artificial intelligence, robotics,
psychology and philosophy.

4.2 Architectural and Implementation Challenges

While much work on affect has been pursued in the
context of user interface design, where efforts focused
on affect recognition and expression, and sometimes how
to connect the two to improve the experience of human
users with an interactive system, we really need to worry
about “architectural aspect of affect”. For the ultimate
goal is to produce artificial systems that can actually
instantiate affective processes rather than simply detecting
and expressing affect without having the internal structure
required to possess or have affect. There are several crucial
differences between user interface and architectural aspects
of affect, most importantly that the former does not require
the instantiation of affective states within a system that
deals with affective interactions with the user (e.g., an
agent does not have to be itself emotional or capable of
emotions to be able to recognize emotional expressions
in human faces). The latter, on the other hand, must be
intrinsically committed to claiming that affective states (of
a particular kind) can be instantiated within the system.
Moreover, the former does not need a satisfactory theory
of affect (i.e., what affective states are) to be able to produce
working systems. Being able to measure changes in a user’s
skin conductance, breathing frequency, etc. and using this
information to change the level of detail in a graphical user
interface does not automatically commit one to claiming
that what was measured was the user’s level of frustration
(even though this seems to be true in some cases). In
fact, a system might learn the user’s preferences based on
such measures (if there is a correlation) without requiring
any representation of the user’s affective processes nor any
affective processes itself.

Contrariwise, architectures that claim to use affective
mechanisms (e.g., for the prioritization of goals or for
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memory retrieval) will have to make a case – by necessity –
that the implemented mechanisms (can) indeed give rise to
“affective states” (in a clearly specified sense), otherwise
there is no sense, nor any reason, to call them that. Nor
would it make any sense to insist that a robot is capable
of having affect if it there are no criteria for the possibility
of affective states being present in the robot that can be
objectively assessed and evaluated. Hence, we effectively
need to put our cards down on what it means to “implement
affect mechanisms”, at the very least relative to the kinds
of affective states we claim a system can instantiate.

In addition to having a theory of implementation of affec-
tive states, we need to ensure that the right kinds of affective
states are implemented and are implemented properly (e.g.,
that the transitions between different affective states are
right, that the timing is within human expectations and that
expressed affective states are recognizable as what they are
supposed to be). Otherwise the results could be particularly
problematic and ultimately cause human suffering, because
people will not know how to react to the system. In the
simplest case, they will sense a feeling of estrangement or
eeriness [22], which in the worst case can cause emotional
pain if they are not able to interpret the behaviors of
their favorite robotic companion. Such failures will almost
inevitably occur with shallow models of affect because such
models recognize and react to perceived affect not based on
a deep model of affect that gets the internal mechanisms and
processes right, but on surface rules that directly connect
perceptions to actions which, as a result, do not cover all
possible cases and affective interactions, and do not have
the same causal potential and relations among other states
as the deep models.

4.3 Evaluation Challenges

The most difficult challenge in the process of developing
affective artificial systems is probably to evaluate their
performance and their effects on humans, as there are
several parts to the evaluation. For one, we need a thorough
comparison of the tradeoffs between affective and non-
affective control mechanisms for various tasks in vari-
ous environments [36], where tasks may be individual
or social tasks. And then we ultimately need to evalu-
ate those systems in carefully controlled short-term and
long-term interaction experiments with humans in order
to assess their effects and impact on humans. Based on
our experience from performing both types of evaluation
studies, we predict that the picture will be quite complex,
i.e., there will be clear cases where particular classes of
affective mechanisms are not advantageous and there will
be cases where depending on the particular values of task
parameters, affective mechanisms may turn out to be better
than other non-affective mechanisms. Hence, it is important
to acknowledge that general statements about the utility
of affect may not be possible in many cases (if at all).
Yet, as a community, researchers working on architectural
aspects of affect have not yet been able to propose a good,
agreed-upon evaluation methodology (different from those

working on user interface aspects), even though there some
recent promising proposals for simulated interactive agents
[15]. We have proposed a comparison of affective and non-
affective agents with respect to “relative performance-cost
tradeoffs” as we believe that one case where affective mech-
anisms might turn out to be useful is when the cost of using
them is taken into account [36]. Specifically, we proposed
the following four-step methodology: (1) (affect) concepts
are analyzed and defined in terms of architectural capacities
of agent architectures [46], (2) agent architectures with
particular mechanisms that allow for the instantiation of
affective states as defined in (1) are defined for a given
task together with a performance measure, (3) experiments
with agents implementing these architectures are carried
out (either in simulations or on actual robots9), and (4)
the performance of the agents is measured for a predeter-
mined set of architectural and environmental parameters.
The results can then be used to relate agent performance
to architectural mechanisms. Moreover, by analyzing the
causes for possible performance differences, it may be
possible to generalize the results beyond the given task and
set of environments. In the best case, general statements of
the form “Mechanism X is better than mechanism Y ” can
be derived for whole classes of tasks and environments,
where “better” is spelled out in terms of the performance
ordering obtained from the experiments.

While some evaluations might be carried out in simulated
environments without humans (e.g., [37], [36]), it is the
human social interaction context with artificial systems that
is ultimately of critical importance to the future social
structure of our society. Specifically, we need to devise
and carry out user studies to determine how humans would
react to artificial systems with affect. The results of these
study can contribute to the development of both computa-
tional models of human behavior as well as better control
architectures for interactive artificial systems. Yet, even
these user studies might have their own ethical problems
associated with them. For example, we have conducted
extensive human-robot interaction studies to determine the
human reaction to autonomous robots that can make their
own decisions as part of a mixed human-robot team [33],
[41]. In these experiments, robots could opt to refuse
to carry out human commands if those commands were
not advancing the joint goals, and we found that humans
were accepting of robot autonomy, in part, because robots
gave reasons for their refusal, but in part also because
of their ability to express affect in their voice. However,
it is not clear whether robots should be ever allowed to
make decisions that contradict human commands, even in
cases where those decisions would be in the interest of
some larger goal. Hence, the question arises whether we
should even investigate how people might be affected by
robot autonomy. The institutional IRB approval required to
conduct such user studies might not be enough to justify
them [39]. On the other hand, one could argue that we

9. Evaluating the performance of affective robots is notoriously difficult
for many reasons, but most importantly, because the systems are still very
brittle, but see [43], [33], [34] for a start.
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will eventually build and disseminate complex artificial
systems that have their own decision mechanisms, and that
it is therefore high time to start investigating the possible
social impacts of such systems. Clearly, there is another
ethical tension between subjecting humans to all sorts of
system evaluations that might cause them harm compared
to producing systems that, without proper evaluation, might
end up on the shelves of stores and also have the potential
to do harm, except without any clear sense of the extent of
their negative impact.10

Finally, in addition to evaluating and ideally quantifying
the individual and social benefits of affect mechanisms, we
need to carefully investigate the potentially harmful effects
of emergent systemic affective (and non-affective) states
and the development of mechanisms to prevent them (if
possible). For example, we need to determine what kinds
of monitoring mechanisms could be added to a system to
detect a particular kind of harmful emergent state (e.g., the
frequent interruption of a deliberative process by a lower-
level alarm mechanism) or, if detection is not possible, what
kinds of architectural provisions one could make to contain
the effects of such states or to prevent them altogether, again
if possible.

5 DISCUSSION

We departed from the question of whether we should
develop affective artificial systems, based on the converging
evidence from human-machine interaction research that
humans will be looking for affect-sensitivity in and en-
gage in affective communications with artificial agents (at
the very least with agents that seem to possess human-
like capabilities). We then argued that the answer to this
question leads to what we dubbed the “Affect Dilemma for
Artificial Agents”: there are moral reasons for and against
developing artificial agents with affect. The discussion of
the dilemma demonstrated that there is no easy answer
to the question of whether artificial agents should have
affective states. Yet, while there is no clear solution in
the sense of pursuing one route that has only benefits
and no costs associated – otherwise it would not be a
Dilemma – we have argued that a resolution of the dilemma
ultimately comes down to evaluating which side of the
dilemma is the lesser evil in terms of the potential harm
it can inflict on humans and possibly artificial systems.
Using five independent reasons to demonstrate the utility
of artificial systems with affect, we have proposed that
endowing artificial agents with genuine affect should be
the preferred option compared to not pursuing affect mech-
anisms in artificial agents at all. We then also pointed to
three major challenges pertaining to affect concepts, their
architectural role and implementation, and the evaluation of
affective artificial systems that need to be addressed as soon
as possible; for historically, applications of technologies
usually precede ethical reflections of their use, and research

10. A case in point is Hasbro’s “Baby Alive” that pretends to “love”
their owners, see
http://www.hasbro.com/babyalive/en us/demo.cfm (accessed 08/06/2011).

and development in artificial intelligence and robotis is no
exception. Even if we do not intend at present to work
out criteria for saying when a particular affective state is
possible within an architecture and whether it actually is
present or not, we will, sooner or later be forced to answer
the question independent of the whole affect discussion.
This is because there will likely be claims made in the
future for complex robots (as there have been already in the
past and present) that robot R instantiates state X where X
is some mental state that we are typically only attribute
to human-like cognitive architectures. Suppose someone
claims that R is aware of itself (e.g., because R recognizes
its mirror image as what it is and not as the image of another
agent), then we would really want be certain (to the extent
that we can be) that this is really an awareness state similar
to those hypothesized in humans and not just the attribution
of an external observer. This is because we attach ethical
principles to systems capable of being self-aware.

Ultimately, it is the responsibility of researchers in the
artificial intelligence and robotics communities to confront
the ethical implications of building artifacts with “alleged”
emotions and feelings – “leaving it to the philosophers” is
not an option given that artificial intelligence and robotics
research will be implicated. Inevitably, questions will be
raised (if not from within scientific community, then from
the outside) of whether agents can really have feelings,
what kinds of feelings they are capable of having, and
whether we should – “should” in a moral sense – produce
agents with feelings (there are already some indications,
e.g., the movie “AI”). These questions will likely force
us sooner or later to revisit very touchy questions that
we have shied away from answering (for good reasons,
after having been charged with “overstepping” our bounds
and “overinterpreting” what artificial systems are like [23]):
what kinds of mental states are implemented in a given
system and what kinds of states is the system capable of
instantiating?

We believe that independent of our current interests
in exploring the utility of affect for artificial systems,
it will eventually become necessary to take a stance on
this issue. One motivation might be to understand the
causal potential of different affective states (independent of
whatever “labels” they might bear or have been assigned
by the programmer) in order to prevent false attributions
with all the potentially ensuing consequences about alleged
“emotional agents”. Ultimately, the more pressing reason
will be the non-trivial question of whether it is morally
permissible to shut off a system that is capable of having
feelings of a particular sort. For the acknowledged presence
of mental states in artifacts has far-reaching practical, ethi-
cal, and legal implications for the systems qua system and
is eventually prerequisite to our conferring or willingness
to confer rights upon them.
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