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Abstract
Medication management is a significant challenge for older adults, and the resultant drug-related problems are linked with
hospitalizations and increased need for nursing homes. In this work, we explored the role of a socially assistive robot for one
aspect of medication management: sorting. Specifically, we proposed a human-centric approach towards the design of a robot
assisting in a medication sorting task. The approach is based on the analyses of occupational therapists who are trained in
evaluating and assisting older adults in important self-care skills and emphasizes the role of autonomy on the part of the person
performing a medication sorting task. We developed and evaluated two robot prototypes that assist a person in a medication
sorting task. In both prototypes, evaluated by students (N = 31) at an American university, we found that subjects voluntarily
greeting the robot experienced the emotion of the interaction differently from non-greeters. Greeters of the physical robot
gave a lower emotional rating of the interaction, whereas greeters of the virtual robot found the emotion of the experience to
be better than the non-greeters.

Keywords Socially assistive robot ·Medication sorting · Medication adherence · Autonomy · Occupational therapy

1 Introduction

Many older adults need to take multiple medications each
day, and it can be challenging to consistently and accurately
follow all of the prescriptions. Following the instructions that
are given for prescribed medications is referred to asmedica-
tion adherence [20,36], and failure to follow the instructions
is known asmedication non-adherence. Unfortunately, med-
ication adherence rates tend to be low across many chronic
conditions with complex medication schedules [14] (e.g.,
Parkinson’s disease [32], dementia [33], hypertension [9]),
and the consequences of non-adherence range from hospi-
talization [45] to needing to live in a nursing home [28]. A
1995 report said that in 1year, there was over $76 billion
in costs for drug-related problems in the United States, with
almost 9million hospitalizations costing over $47 billion and
over three million older adults were placed into long-term
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care facilities with $14 billion in costs [24]. A 2001 update
on this report revealed that the problem has not improved,
with over $177 billion in costs for drug-related problems,
of which $121.5 billion was related to hospitalization and
$32.8 billion was for admissions to long-term care facilities
[15]. Non-compliance is not a problem unique to the United
States, as another 2001 report found that 26% of admissions
at an Australian hospital were the result of non-adherence
[11]. We can avoid some of these costs and help older adults
live in their own homes longer by increasing their ability to
manage their medications.

Strategies for improving medication adherence include
using cues to remind people to take their medications and
using pill boxes to organize daily doses [36].While pill boxes
are commonly suggested to improve medication adherence
(e.g., [3,31]), sorting medications into a pill box introduces
new challenges because it requires cognitive abilities such
as verbal memory, cognitive flexibility, and executive func-
tioning [46], and even mild challenges in these areas lead to
non-adherence in older adults [10,14,19]. To help in the sort-
ing process and thus improve medication adherence rates,
one may get assistance from a spouse, a friend, a nurse, or
some other person. These care partners provide critical assis-
tance, but it creates a demand for people to assist. With the
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growing number of older adults, this demand for people to
assist is growing, and we need to consider how various forms
of technology could help fill the gap between the number of
people that need assistance and the number of people that
can provide assistance. Some have argued that technologi-
cal aids can fill this critical role and help meet the growing
demand [8,31,37,38].We need to continue to investigate how
robots and other technologies can be used to supplement the
care and assistance provided by humans, and particularly we
must consider how technologies can address issues related
to medication management.

An automated reminder systems is an example of a tech-
nology that is being used to improve medication adherence.
Medisafe is one such automated reminder system that pro-
vides alerts on a person’s smartphone when it is time to take
a pill and indicates which medication is to be taken, and
Medisafe has been shown to improve adherence rates [52].
Many other smartphone apps have been evaluated and rec-
ommended for improvingmedication adherence [13]. Others
have designed robots to provide medication reminders (e.g.,
[12,54]), as some people have indicated a preference for
robots over humans to provide medication reminders [43].
As for helping in taking the correct medications, there are
many devices that will unlock a compartment containing the
pills to be taken at a particular time (e.g. [6,40]). While all
other compartments remain locked, the person is only able to
access the pills that are to be taken at that time. These tech-
nologies are an evolution of the basic pill box, but they still
have some of the same challenges in requiring a person to
sort the pills into the device. Inmany cases, these devices also
then need to be programmed, thus leading to an increasing
burden on the person providing assistance. We suggest that
instead of requiring more assistance from another person, we
need to enable the person taking the medications to be able
to provide more care for him or herself. We take the idea
of having robots assist in medication reminding and applied
it to another aspect of medication management, medication
sorting. We expect that a robot would have advantages over
a smartphone, as the robot’s physical embodiment and pres-
ence have been shown to have an effect in other applications
[30,48,53].

We have designed a robot that provides cognitive and
social support to a person sorting medications. Instead of
providing direct physical support to the person, the robot
provided only enough assistance to allow the person to suc-
cessfully complete the medication sorting on their own. By
providing minimal amount of assistance, the person may
retrain control and responsibility for an important health
management activity. To accomplish this, we used a struc-
tured framework of increasing assistance [39], so that the
robot provided the amount of assistance that met the need
of the person. By enabling the person to take the necessary
actions to successfully sort the medications, we allowed the

person to feel in control and contributed to the person’s sense
of autonomy. In this paper, we describe further the concepts
of autonomy and dignity from the perspective of occupa-
tional therapists who are regularly taskedwith evaluating and
assisting older adults with self-care skills. Next, we present
the medication sorting task and discuss how a social robot
may assist with it. Finally, we describe the designs of two
prototypes and discuss user evaluations of the system.

2 Background

There are two main areas of socially assistive robots [16] in
a healthcare/eldercare environment: companionship and ser-
vice [8]. Examples of robots that work on social commitment
and companionship are Paro [49,51] and AIBO [5,25,47].
They were designed to use multifaceted sensory stimula-
tions (e.g., auditory, tactile, and visual) to help interact and
engage with elders, increase mood and vigor [51], reduce
stress [49], and decrease loneliness [25]. Moreover, there is
preliminary evidence that these robots also improved staffs’
and caregivers’ overall well-being by decreasing the feeling
of burnout [51].

Service robots have features to support navigation, mobil-
ity, and safety, and remind users of routine activities (e.g.,
toileting, eating, cooking, taking medication) [8]. They are
able to provide cognitive aids to elders to monitor perfor-
mance as well as individualizing to the elders’ preferences,
constraints, and time of performing the activities. An exam-
ple of a service robot is Pearl, which reminded people about
routine activities and provided navigation guidance through
their environments. Another example of a robot assisting in
navigation used an autonomous robot to assist a walking
group of older adults with dementia [21]. Other examples
of service robots are iCat [22] and Care-O-bot [18], or gen-
eral purpose robots like the PR2 [38] or the Pioneer [34] used
as service robots. Each of these robots use social interaction
as the primary mode of assisting older adults, and similarly
our work would be considered a service robot that provides
social assistance. We also seek to gain some of the bene-
fits associated with companion robots (e.g., improved mood,
decreased loneliness) by paying attention to the emotional
aspects of the interaction. The robot should contribute to a
pleasant environment and be emotionally supportive.

3 Principles of Occupational Therapy

In designing a robot to assist older adults, few have incor-
porated the perspective of occupational therapists who are
trained in assisting older adults in their daily activities. Occu-
pational therapists (OTs) enable individuals to participate in
everyday life activities (occupations), whether it be physical,
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mental, social, sexual, political, or spiritual [55]. The Perfor-
mance Assessment of Self-care Skills (PASS) manual defines
26 activities of daily living (ADL) [39]. Some ADLs, such
as toileting or dressing, are fundamental aspects of self-care.
Other ADLs may require more cognitive capabilities and are
referred to as instrumental activities of daily living (IADL).
These activities include cooking, shopping, and managing
medications. As part of the process of engaging the indi-
vidual in these activities, the actions of an OT go beyond
supporting the physical demands of any activity. Throughout
the process, an OT must remain cognizant of the physical,
social, personal, and cultural contexts of the activities [1].

A major emphasis of occupational therapy practice is
a client-centered approach of assessing the client holis-
tically (physically, emotionally, socially, psychologically).
Each client brings his or her own unique background and per-
spective, and occupational therapy is a collaborative process
that is client-driven to meet the needs of each individual [41].
Among the core values of occupational therapy is maintain-
ing the dignity of the individual by treating the person with
respect during all interactions. Similarly, one of the principles
and standards of conduct for OTs is autonomy—respecting
the individual’s choice and confidentiality. The autonomy of
the individual includes havingminimal dependencies on peo-
ple, devices, or technologies and being able to freely make
choices. The individual has a right to make decisions based
on the direct care of their own health [2].

The importance of autonomy and the right to make deci-
sions applies to all the activities of daily living, including
medication management. As much as possible and as long as
an individual demonstrates the necessary cognitive, social,
and emotional capabilities, an individual should be free to
exercise his or her own judgment in how to adhere to a med-
ication regime, what is the best time for a medication that
fits the individual’s schedule, when to see a doctor, what to
have for dinner, and other decisions relevant to activities of
daily living. An OT should respect the choices made by an
individual while still providing assistance to guide the person
to follow essential medical plans and improving health and
quality of life.

One way to maximize the autonomy of the individual is to
minimize the amount of assistance provided (see Fig. 4). As
assistance increases, the individual may grow dependent on
the assistance which can reduce how much the individual is
self-reliant, i.e., howmuch the individual uses his or her own
capabilities (physical, cognitive, or otherwise) to execute a
task. This dependency restricts or constrains the individual,
thus limiting his or her autonomy. Conversely, minimizing
the assistance requires a person to rely on his or her own
capabilities and allows the individual to freely decide and
act. However, we note that too little assistance can also have
a negative effect on autonomy. Thus, is it important to match

the level of assistance to the capabilities of the individual to
maximize autonomy.

In assessing the ability of a person to perform self-care
activities, OTs use a scale of types of assistance necessary
to complete an activity. The PASS manual defines 9 levels
of assistance, ranging from verbal support at level 1 to com-
plete assistance at level 9. “As the assists given progress from
Level 1 to Level 9, the patient assumes less responsibility and
the therapist assumes more responsibility for independent,
safe, precise, or client task performance. Therefore assists are
given only if they are needed to progress task performance
or to ensure safe performance” [39]. The PASS manual also
provides a framework for assessing an individual’s ability to
perform self-care skills, like sortingmedications and bathing.
Any activity that requires no support, not even a level 1,
indicates that the person is fully capable of self-care for that
activity. If the individual occasionally needs some level 1–6
assistance, then self-care may be acceptable but improve-
ments can be made [39].

As already mentioned, being able to perform self-care
skills requires a certain amount of autonomy on the part
of the individual, but providing assistance impacts the per-
son’s autonomy and dignity. Therefore, in order to maximize
autonomy, we plan to match the level of assistance to the
capacities of the individual, to not over- or under-assist, rather
to match assistance to what is needed.

4 Medication Sorting Task Analysis

One part of medication management is sorting medications,
which entails organizing pills according to the day of the
week and time each pill is to be taken. Each pill is placed
into a pill box or on a sorting grid, as shown in Fig. 1. The
grid contains columns for each day of the week and rows
for different times of day. Four subdivisions for time of day
(Morning, Noon, Evening, and Bedtime) can be used.

Fig. 1 The medication grid has columns for each day and four rows for
morning, noon, evening, and bedtime
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To design a robot to assist withmedication sorting, we first
needed to better understand the steps involved in the process
of sorting medications. For this, we turned to a standardized
protocol for organizing pills onto amedication grid according
to the instructions on the pill bottles [39]. In this protocol,
the therapist orients the client to the task, handing the person
a bottle and asking them to read the label. Then the person
distributes the pills in the medication grid for the current day
and the next day. The same steps are then taken to sort the pills
of a secondmedication. Theprotocol is intended to beflexible
and modifiable according to the needs of researchers, health
practitioners and health-care clients/patients. For example,
the protocol may still be followed if the person does not
have two medications by substituting vitamins in place of a
medication.

In taking a more human-centric approach to designing the
robot, it was important to understand not just the physical
dynamics of a task but also the emotional, social, environ-
mental, and safety concerns relevant to the task. To this end,
we developed an in-depth task analysis of the medication
sorting activity. The task analysis broke down the task into
motor, social, and cognitive domains of performance.

Based on the outlined procedure in the PASS manual, we
also produced a short video simulation of a medication sort-
ing activity. One student played the role of the patient sorting
the medications, and another student provided the instruc-
tions and assistance of the task. This baseline scenario would
later be used to create the outline of the script used to program
the robot.

4.1 Evaluation of Task Analysis

To evaluate the task analysis and video simulation, we
gathered four trained occupational therapists to review the
material and provide feedback. We prepared a 17 item
Likert-scaled questionnaire asking about the realism, com-
prehensiveness, and relevance of the content of the task
analysis and the video simulation. Each of the experts
reviewed the task analysis, watched the video, and then inde-
pendently completed the questionnaire.

After everyone had completed the questionnaire, author
LTD led the group in a discussion regarding the medication
sorting task, the task analysis, and how a robot could assist
with medication management. To facilitate discussion about
the robot and its capabilities and possible roles, we presented
pictures of the Nao robot as an example of a small robot that
could be used for social assistance in a task like medication
sorting. The focus group discussion was audio recorded, and
the recordings were later transcribed.

During the discussion, the team of experts agreed that

– the task analysis was comprehensive and complete
– the video simulation lacked realism and complexity, and

– some of the physical details of the robot are important to
consider.

Comprehensive Task Analysis The team of experts agreed
that the medication sorting task was a valuable model of
daily life medication management and that the content of the
activity analysis was comprehensive and complete. Themain
criticism was that the safety concerns were not sufficiently
represented.

Realism and Complexity of Task The experts found the
controlled and simplistic lab setting of the video simula-
tion unrealistic and inconsistent with the home environment,
where the task would typically be done. The experts sug-
gested there should be a tray in which to pour the pills, which
could help prevent the pills from getting lost in the clutter
of the table or from rolling off the table. Another inconsis-
tency was that the video demonstrated the medication grid
positioned between the two people, but it would typically be
positioned in front of the person doing the sorting.

In addition, the OT experts commented that there were
areas of the task that lacked complexity. The simulation used
only two pills and only 2days of the week. While this is
exactly what is described in the PASS, it was found to be not
representative of common practice. In the prototypes of the
robots that are described in the rest of this paper, pills needed
to be sorted into all 7days of the week.

Physical Details of Robot The OT experts made several sug-
gestions regarding the robot’s size, position, and gesture
capabilities. A robot that is too big or has an eye position
above the person could be intimidating or viewed as hav-
ing power. The Nao robot that we presented was well-liked
because it was small and can be kept at eye level. Another
advantage of the Nao robot is it can make hand gestures.
Some thought that gestures like pointing at a lost or mis-
placed pill would be helpful for a person who may not be
able to see or hear well.

5 Initial Robot Prototype

Based on the detailed task analysis and the feedback from the
OT experts, we developed an initial prototype of a robot for
assisting in a medication sorting task. Motivated by the need
to support a person’s autonomy, as defined as an important
OT principle, we developed a plan to have the robot provide
assistance that matched the need of the person. This section
describes the design choicesmade, the evaluation of the robot
in a setup that is more complex and realistic than in the video
simulation, and discusses the results of the evaluation and
design considerations to be further explored.
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The primary questions in designing this prototype were
as follows: (1) how should the robot decide what level of
assistance to provide? (2) for each level of assistance, what
does it mean to give that type of assistance? and (3) what are
the relevant dimensions for evaluating the robot and people’s
experience with the robot?

To address these questions, we defined the following goals
in designing this robot prototype:

– Follow Established Protocol The task analysis and
video simulation provided the necessary content for how
a medication sorting task is done. We did not want to
introduce any changes to the procedure and looked to
design the robot to assist in such a task just as is done in
actual practice.

– Provide Cognitive and Social Support The robot
should provide cognitive and social support but not direct
physical support. The robot must not touch the pills or
the person at any time. See Sect. 5.1.3 for why the robot
was limited to cognitive and social support.

– Support theAutonomyof thePersonThe assistance the
robot provides must support the autonomy of the individ-
ual bymatching the need of the personwith the assistance
provided.

– Not Requiring Any Human Operators The robot must
not require any human operators and must operate fully
autonomously. We are ultimately interested in building a
robot that can be used in a practical application, and using
remote operators in those application domains would
defeat the purpose.

5.1 Architecture

To accomplish these design goals, the necessary components
of the robot architecture were vision, action script execution,
medication management and assistance, and robot control
(see Fig. 2). These components were implemented using
ADE, which is the middleware for the DIARC robot archi-
tecture [42].

5.1.1 Vision

To be able to observe the human while sorting medications,
the robot needed to be able to monitor the medication grid
to determine the progress of the task. The vision component
was responsible for perceiving the environment so that other

Fig. 2 The flow of control amongst the components used to implement
the medication sorting robot

components may use this information to infer the state of the
task and of the user. The Vision component used the cameras
on the robot to capture the state of themedication sorting grid
(shown in Fig. 1) and the sorting tray, reporting how many
pills of each type are in each cell in the grid. The type of pill
was determined by the pill color. The sorting tray, which was
a small circular tray, was treated as a separate grid with one
cell. The vision system could also report how many pills of
each type were in the tray.

During the process of identifying the number and position
of pills on the grid and tray, the Vision component also deter-
mined if the number of pills has changed. A change in the
number of pills in any of the cells of the grid or tray was used
by the other components to infer whether an action might
have been taken by the person.

5.1.2 Action Script Execution

The action script execution component was responsible for
managing the sequence of actions the robot took, and thus
enabled the robot to act without the intervention of any
remote operators. The robot’s role in a medication sorting
task was encoded as an action script, or a sequence of actions
that the robot executed. Each action in the script may be
another action script, thus creating a hierarchy of scripts. For
example, we constructed a top-level script that was respon-
sible for managing the overall flow of the robot’s actions:

1. Initialize.
2. Provide the task instructions.
3. Assist in sorting the pills of medication 1.
4. Assist in sorting the pills of medication 2.
5. Finalize.

Each of these steps was another action script. The first
and last actions were mostly bookkeeping actions designed
to manage the information about the pills and to start and
shutdown the Vision component. As part of the first action,
the medication management and assistance component was
informed of the goal state of the medication sorting task.
The goal state consisted of the number and position of each
of the pills in the medication grid. The action script for step 2
included the robot introducing itself and orienting the person
to the task by pointing out the grid and the containers of pills.

Steps 3 and 4 refer to the same action script that defined the
actions the robot took to assist in the sorting of one medica-
tion. Each reference to this action script included an identifier
for the sorted medication. The steps of this action script are
shown in Fig. 3. The action script started by having the robot
say which pill is to be sorted next, instruct the person to pour
some pills into the tray, wait for pills to appear in the tray,
and then provide the instructions for that medication. The
next part of the action script was the main loop, in which the
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Fig. 3 The flow of the action script for assisting with the sorting of
the pills for a given medication. The action script starts with the robot
specifying which medication is to be sorted next. When all the pills for
that medication have been sorted, the action script ends and control is
returned to the calling action script

actions for the robot were for it to wait for changes in the
state of the grid, respond to the state change, and check if all
the pills for this medication have been sorted. Thewaiting for
a state change also had a timeout, which allowed the robot to
respond to the event where no change in the state of the grid
was detected, but the robot still needed to provide the user
with some assistance. Responding to the event was handled
by the medication management and assistance component.

5.1.3 Medication Management and Assistance

The medication management and assistance component was
responsible for providing the appropriate assistance given the
state of the task (e.g., Fig. 4). This was done in a two-step
process. First, it generated an event representing the state of

Fig. 4 The 9 levels of assistance as defined in the PASS manual [39].
A problem with providing too much assistance is that autonomy may
decrease

the task and then selected the appropriate action based on the
state of the task. Once the action had been selected, it sent the
information about the action to the robot control component
for execution (see Sect. 5.1.4).

Event Generation The first step in determining the appro-
priate assistance for the robot to give was to construct an
event representing the state of the task. Based on the obser-
vations provided by theVision component, the event included
the number and position of the pills in the medication sort-
ing grid and tray. The event also included information about
how the current state of themedication grid was related to the
specified goal state, how the current state of the medication
grid was different from that specified in the previous event,
whether this event represented any delays or hesitances the
person may have been having, and whether any errors had
been made recently. Each of these are briefly explained here.

To recognizewhether the personwas on course or whether
the current state of the medication grid had any mistakes,
the component compared the observed state produced by the
Vision component with the desired goal state. This required
the component to have the knowledge of the goal state, which
had the correct allocation of pills to the cells in themedication
sorting grid. This knowledge was provided to the medication
management and assistance component when the Initialize
action was executed by the action script execution compo-
nent. If any cell of the grid in the current state had more pills
of a particular type than was specified in the goal state, then
the current state was inconsistent with the goal. In the case of
inconsistencies, the location of themisplaced pill was logged
in the event.

To identifywhether an action hadoccurred, the component
compared the most recent observed state with the previous
one. If any pill on the grid or the tray had been added, moved,
or removed, then an action had occurred. If there was no
change in the grid or tray, then the event was the result of a
timeout and tagged as representing a hesitation.

If an action had occurred, then it needed to determine if
the action was a correct one or not. An action was considered
correct if (1) a pill had been added to a position in the grid,
and the goal state indicated there should be a pill there, and/or
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(2) a pill had been removed from a position in the grid and
the goal state indicated there should not be a pill there.1

The final step was determining if there had been numer-
ous recent errors made. To determine this, the component
scanned over the recent events to find how many of them
represented some form of error. An error was either an incor-
rect action or a hesitation. For this prototype, an event was
considered recent if it was one of the five most recent events.
Thus, the number of recent errors was the number of events
out of the past five that represented an error.

Assistance Selection In accordance with our goal to support
the autonomy of the person doing the medication sorting, the
robot must provide assistance that match the need of the per-
son. To accomplish this, we structured the decision process
around the levels of assistance as defined in the PASS [39]. In
focusing on cognitive and social support rather than physical
support, we limited the robot to only being able to provide the
first 4 levels of assistance. Starting at level 5, the assistance
may require physical contact with the person being assisted.
There are ethical concerns when it comes to personal touch
between a robot and a person. Limiting the robot to the first
four levels emphasized the cognitive and social interaction
while minimizing the risk of any ethical or moral violations.

We organized the decisions the robot makes in selecting
the appropriate action into a decision tree. We engineered
the tree such that the depth of the tree represented the extent
to which the person experienced challenges and needed
more assistance is necessary. Figure 5 shows the high-level
decisions and the corresponding level of assistance. The
remainder of this section describes each level of assistance.

Level 0. We started with a baseline of a level 0 assistance,
which was selected if the current state of the medication grid
was consistent with the goal state. The PASS does not define
a level 0, but we found it necessary for the robot to provide
some basic acknowledgment of what the person is doing and
allow the person to know that the robot is watching and cor-
rectly functioning. Having the robot provide simple feedback
was consistent with a natural interaction a humanwould have
in assisting with the task. In watching the video simulation
we produced, we noticed the person playing caregiver role
regularly provided back-channeling signals. This was done
even though the personwas trying to give no assistance. Also,
we have found that if the robot had no reaction to what the
person was doing, it was hard to tell if the robot was working.
As a result, we introduced this level 0 assistance to provide
basic feedback, in which the robot may give a short verbal
utterance (e.g., “Good”) or more subtle responses like a head
nod or a blink of the eyes.

1 We recognize that this definition of a correct action is not complete,
but it was sufficient for this prototype and was improved in the next
prototype.

Fig. 5 Decisions for determining level of assistance and examples
of each level. The yellow ovals are queries about what the robot has
observed. If the result of the query is true then the response on the right
is generated. Otherwise, the next decision down is tested

Level 1. A level 1 assistance was intended to be verbal sup-
portive, providing encouragement for the person to continue
or to complete the task [39]. There were three conditions
under which the robot would select a level 1 assistance: (1)
If the action that the person has taken was a correction of a
misplaced pill, then a level 1 response was generated (e.g.,
the robot says “Good job”); (2) If the most recent event was a
hesitation event, then the selected action was one that we had
categorized as a level 1.5. An example of a level 1.5 assis-
tancewas for the robot to say, “Keep it up, you’re doingwell.”
This statement was intended to encourage the person to take
another action; (3) If the most recent event represented a cor-
rect placement of the pill, but there were other pills on the
medication grid that were incorrect, then the robot responded
with a statement that was categorized as both level 1 and 2
(e.g., “Good, but I think there is a mistake somewhere.”)

Level 2. The PASS defines a level 2 assistance as verbal
non-directive [39], and we used this to provide some verbal
indication that a mistake had been made without directly
referencing what the mistake was or how to fix it. A level
2 assistance was selected when there had been few recent
errors. For this prototype, we defined “few” recent errors
as one error in the past five events. Zero errors were also
constituted as “few,” but at this point in the reasoning, we
would have already known that the most recent action was
incorrect, and thus there must have been at least one error.
When there were few recent errors and a level 2 assistance
was selected, the robot responded with an utterances like
“Did you mean to do that?” or “Try a different way.”

Level 3. Level 3 was verbal directive assistance, which pro-
vided more direct information about how to complete the
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task. A level 3 assistance was selected when the above con-
ditions did not apply and the previous state of the medication
grid was consistent with the specified goal state. For this pro-
totype,whenproviding a level 3 assistance, the robot repeated
the instruction for the medication currently being sorted.

Level 4. A level 4 assistance included gesture, a non-verbal
communication to provide more information to the person.
If there were several errors in the current grid, then a level 4
assistance was selected. For medication sorting, the appro-
priate gesture was for the robot to point at the cell in the grid
in which there was a mistake. This was done along with the
robot saying, “You need to fix the misplaced pill.”

Finally, if none of the above conditions applied, a default
response was given since the person needed more assistance,
but the robot could not give more than a level 4 assistance. In
this case, the robot responded with, “You seem to be having
great difficulty. Take your time and think carefully.”

5.1.4 Robot Control

The robot control component provided the interface between
the DIARC architecture and the low-level software con-
trolling the Nao robot. Included in this interface were the
mechanisms for making the robot produce speech from text,
move its arm so that it could point, nod its head, and blink
its eyes. The interface directly provided each of these capa-
bilities. For example, if a level 1 assistance was selected, the
procedure call say(“Good”) caused the robot to produce
the corresponding speech output.

5.2 Evaluation

In evaluating this initial prototypewewanted to evaluate how
people perceived the robot as it provided assistance.Wewere
interested in the impressions people had of howwell the robot
functioned, the experience interacting and being assisted by
the robot, and whether it was supportive and pleasant. The
evaluation was also an opportunity to test the quality of the
fully autonomous robot in a constrained but unscripted task.

To evaluate the prototype, the robot assisted a person in
completing a medication sorting task. In order for the task
to have more ecological validity for human application, the
task needed to be slightly more complex than featured in
the video simulation. We chose to continue to require the
person to organize only twomedications, but the pills needed
to be allocated to all 7days of the week. Unlike the video
simulation, we did not want the medication sorting to be
completed without the need for assistance. Instead, the robot
needed to be able to provide assistance both when a pill is
misplaced and when the person is slow to complete the next
step in the task.

5.2.1 Evaluation Setup

Participants Students (N = 11) from Tufts University were
recruited by word of mouth to participate in a human–robot
interaction study. Most were affiliated with the occupational
therapy program, but no demographics were collected from
the participants. There were three participants who were
involved in developing the analysis of the medication sorting
task but did not know any details about the design and imple-
mentation of the robot prototype. We chose to evaluate our
initial designs with students to allow us to rapidly prototype
and evaluate different designs.

Methods andDesignEachparticipant completed an informed
consent statement and then interacted with the robot to
complete the medication sorting task and then completed a
20-item questionnaire. We recorded a video of each partici-
pant completing the task with the robot.

The setup used a Nao robot positioned on the table across
from the participant, a medication grid (as seen in Fig. 1)
and tray, and two cups of simulated medicines (candies). A
research assistant informed each participant that the robot
will be assisting in a task involving placing the medica-
tions onto the medication grid. Each participant was also
instructed to follow the instructions of the robot while inten-
tionally making some mistakes. Two types of mistakes were
requested of each participant. First, the person was to hesi-
tate in acting, taking more than 3s to place the next pill. The
3s threshold was easily adjustable and would probably need
to be a longer duration in future prototypes, but we found in
pilot testing that 3 s was a sufficient amount of time for the
purposes of our evaluation. The other type of mistake was to
incorrectly place a pill. Any mistake may be made more than
once if the participant chose to do so.

We gave the participant these guidelines for making mis-
takes in an effort to encourage a more natural interaction
with the robot. An alternative would have been to give the
participant a script to follow, where the script precisely indi-
catedwhat the personwas to do, includingwhen andwhere to
makemistakes. The concernwas that the participantmight be
more focused on following the script than on the interaction
with the robot. Another alternative was to give the participant
no guidelines. Since the task was very simple, it would be
unlikely that the participants would make any mistakes. This
would not have allowed us to test the feedback and assistance
that the robot gave. Providing the participant guidelines in
which to operate was a reasonable compromise that allowed
the participant to naturally interact with the robot while still
making mistakes so that we could evaluate the robot’s per-
formance.

In the questionnaire that followed the medication sorting,
the participants completed 19 Likert-scaled questions on a
5-point scale ranging from “strongly disagree” to “strongly

123



International Journal of Social Robotics (2018) 10:621–641 629

agree” and one open question for general comments. The
subject of the questions were intended to address whether
people found the robot to efficiently perform its function,
be trustworthy, be supportive, build rapport, promote safety,
respectful of social context, and support a positive experi-
ence. Trust and reliability questions were based on [35].
Questions regarding the robot being supportive were adapted
from [23]. Rapport questions came from [7]. The questions
about themoodof the experiencewere derived from the affect
dimensions described in [44]. In preparation for future stud-
ies with the target population, we also collected information
about how the robot may be perceived by one’s family or
care providers and other factors contributing to the desirable
experience (e.g., the person feeling in control and responsi-
ble). All of the questions are in the “Appendix” section.

5.2.2 Analysis

The questionnaire item responses were analyzed with
descriptive statistics (see the “Appendix” section for the full
questions). Before any analysis, we inverted the answer val-
ues for question 10 due to it being negatively framed. In
addition to the descriptive statistics, we also compared the
set of answer values for each question to the mean of all the
question answers using a one-sample t test. The mean of all
question answers (M = 3.837) is used as the hypothesized
mean in the one-sample t test to adjust for the positive bias in
the questionnaire answers. Lastly, we conducted a principal
component analysis (PCA) to find the dimensions that best
described the questionnaire results. We tried the PCA using
3, 4, 5, 6, and 7 components.

5.2.3 Evaluation Results

The means of each of the questions are shown in Fig. 6.
The results indicated that people felt in control during the
task, felt that they understood what was happening, and felt
responsible for completing the task. This was demonstrated
in the high scores for 17–19. As intended, the low scores
for question 7 reflect that they also did not feel physically
supported during the task. The low score for question 10 was
likely due to the confusing wording of the question.

Some participants had previous experience with the
project, having worked on the task analysis and video sim-
ulation, but had no experience with the robot. We compared
the results of those participants with the rest to see if there
were any differences. Only questions 7 and 8 (both relating
to how much the robot supports the person) had a statistical
difference between the groups: 7 (t(7) = 3.33, p = 0.01)
and 8 (t(7) = − 2.57, p = 0.04). For both questions, par-
ticipants with previous experience with the project reported
less emotional and physical support compared to participants
who did not have this experience.

In assessing the components produced from the PCA, the
analysis producing 3 components was not only the simplest
but perhaps also made the most sense conceptually. The first
component described the robot in terms of its proper func-
tioning, safety, and trustworthiness.We label this component
effectiveness. The second component described the experi-
ence with robot as inclusive, helpful, and clear, and we refer
to it as supportive assistance. The third component described
the support the robot provides for the emotion and mood of
the person. This component is simply labeled emotion. How

Fig. 6 The means and standard error of each of the questions. Some questions significantly differed from the mean of all the questions (*p < 0.05,
**p < 0.01, ***p < 0.001)
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Table 1 Loading of questions onto each component

Question Effectiveness Supportive assistance Emotion

Trus6 0.924

Safe12 0.812

Func2 0.809

Safe13 0.777

Trus5 0.769

Rapp9 0.695

SocPer14 0.645

SocPer15 0.602

Func3 0.571

Func1 0.845

Mood18 0.803

Rapp11 0.646

Mood19 0.539

Mood17 0.805

Supp8 0.723

Func4 0.692

Mood16 0.484

each question loaded onto each of the components is pre-
sented in Table 1. Item Rapp10 was removed from the PCA
due to its unclear wording, and Supp7 was removed because
it had no relation to any of the components.

A brief analysis of the video recordings of each participant
revealed that the robot gave 3–9 responses to each participant
(with one person receiving 16 responses). Additionally, no
one spoke to the robot aside from greeting it, and people
did not look at the robot more than twice once they started
sorting the medications. With the robot providing relatively
few responses and the participants not attempting to respond
back to the robot, the level of interactivity was fairly low.

5.2.4 Post-hoc Analysis and Results

During the evaluation, we noticed that some people greeted
the robot and others did not. At the beginning of the inter-
action, the robot introduced itself: “Welcome, my name is
Shafer.” Some participants chose to respond to this greeting.
We reviewed the video of each of the interactions to find that
five of the participants responded with some sort of greeting
(e.g., saying “hello,” waving).

To see if these participants rated the experience with
the robot any differently, we compared the scores from
the questionnaire for the greeters and non-greeters using
an independent sample t test. The non-greeters reported
higher means on all of the questionnaire items (M = 3.84,
SD = 0.42) as compared to greeters (M = 3.69,SD = 0.36),
but the difference was not significant (p = 0.55) (see
Fig. 7). We used an independent two-sample t test to find

that between greeters and non-greeters, there were no sig-
nificant differences across any of the three components from
the PCA:

1. t(9) = − 0.2, p = 0.91, 95%CI[−1.28, 1.16]; d = 0.07
2. t(9) = − 0.35, p = 0.73, 95% CI[−0.89,0.65]; d =

0.22
3. t(9) = − 1.25, p = 0.24, 95% CI[−1.36, 0.39]; d =

0.74

While none of the components had significant differences,
the third component was found to have a large effect size
(d = 0.74).

5.3 Discussion of the Initial Prototype Evaluation

This prototype helped us explore the design space of a social
robot that assists in medication sorting. We discuss here the
questions we set forth at the beginning of this prototype, the
evaluation, and important next steps.

5.3.1 Design Questions

To guide us in exploring the design space, we established
three questions.

How should the robot decide what level of assistance to pro-
vide?
We chose to organize the decision process into a binary tree
(Fig. 5), where deeper into the tree resulted in a greater level
of assistance. However, manually constructing the decision
tree was time consuming, and the tree did not provide ade-
quate coverage for all the cases in which assistance was to
be provided. In the next prototype, we would need a larger
decision tree that could better handle numerous conditions
relevant to making the appropriate decision on the type and
level of assistance. Additionally, if the complexity of the
medication sorting taskwere to be increased (e.g., more pills,
more variability), then the decision tree would need to scale
to these additional complexities.

For each level of assistance, what does it mean to give that
type of assistance?
We developed concrete examples of assistance at each level
and the conditions under which the assistance would be pro-
vided, but these examples were not sufficient. Lower level
assistance was too repetitive and could become annoying
or offensive. Instead of repeating an assistance, more assis-
tance should be provided—giving assistance at a higher level.
Higher levels of assistance did not provide enough informa-
tion about what was wrong or how to fix it. The robot should
indicate information about missing pills or which day had
too many pills.

Andwhat are the relevant dimensions for evaluating the robot
and people’s experience with the robot?
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Fig. 7 The non-greeters tended
to judge the experience with the
robot higher, but not
significantly so. In the emotion
dimension, the difference had a
large effect size (d = 0.74)

In our evaluation,we answered our third question, identifying
the relevant components for evaluating the robot. We found
that the components that conceptually made the most sense
were effectiveness, supportive assistance, and emotion. We
continued to use these components in evaluating the next
prototype.

5.3.2 Evaluation Highlights

In evaluating our prototype,we gained some evidence thatwe
were accomplishing our design goals to support the auton-
omy of the person doing the medication sorting. People
operating with autonomy likely feel in control and respon-
sible, which was how our participants reported feeling. The
highest rated questions had the participants strongly agree-
ing that they felt in control during the task, understood what
was happening, and were responsible for completing the
task.

Our evaluation also raised a new question in regards to a
possible difference between those who greet the robot and
those who do not. Even though there were no significant dif-
ferences with our small sample size, we found this potential
trend to be a little surprising and worth further investigat-
ing. One speculation was that perhaps the robot was not
sufficiently interactive after the introduction. People could
have been disappointed by the robot and its limited abilities
after initially seeming very social and interactive. Keeping
the robot more interactive and engaging throughout the task
(e.g., via responding to natural language) could have altered
this trend.

5.3.3 Next Steps

Important to the next prototype, the medication sorting task
needed to be more complicated and challenging. The sim-
plicity of the task in this prototype may have led to the high
volume of positive responses we received in the evaluation.
Ideally, the task would be difficult enough that people would
naturally make mistakes and not need to be instructed to
make mistakes. Thus, the external validity of our evaluation
would be increased by having a more challenging medica-
tion sorting task. Additionally, a more complex task would
allow us to more fully explore the different conditions under
which the robot needs to decide how to assist. In the next
prototype we made the task more challenging and enhanced
the robot’s Memory Management and Assistant component
to reason about a more complex task accordingly.

6 The Second Prototype

To design the second prototype, we established a couple of
objectives. First, the medication sorting task needed to be
more complex in order for us to better explore how the robot
decides to assist and the content of the assistance the robot is
to provide. As part of this, the task should be complex enough
such that the person naturally makes mistakes and the robot
is genuinely assisting. Second, the robot needs to interact
more with the person doing the medication sorting in order
for us to better assess the experience the person has in being
assisted by the robot. Lastly, we should consider a lower
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cost platform than the Nao robot that has nearly identical
capabilities. We continued to use the physical robot, but we
also considered a virtual robot, which was a simulation of
the Nao robot (Fig. 10).

6.1 Architecture

This prototype incorporatedmanyupdates to the architecture.
The new set of components and the flow of data are shown in
Fig. 8. We introduced a revised medication management and
assistance component to handle the more complex task and
to better select the appropriate assistance. To support a more
interactive robot, we added a speech processing component,
added gaze detection to the Vision component, and added a
sensory integration component to handle themultiple sources
of sensory input.

We also introduced a virtual agent that operated nearly
identically to the robotic agent. Controlling the virtual agent
did not require any new architectural components because
we were using a simulation of the robot; the robot control
component worked interchangeably with the physical robot
and the virtual robot with no changes. For more details on the
hardware setup for the two instantiations of the robot (phys-
ical and virtual), see Sect. 6.2.1. One small difference in the
platforms is that the virtual agent did not have speech produc-
tion capabilities.As a result,we needed to add a component to
handle the speech production in the case of the virtual agent.
In the sections below we describe the new components and
those components that underwent significant change.

6.1.1 Gaze Detection

We extended the Vision component to detect the direction of
the person’s gaze, whether they were looking downward at
the medication grid or upward at the robot. While the person
was sorting medications, they were mostly looking down at
the medication grid, but when the person asked the robot a
question or was looking for feedback from the robot, they
tended to look at the robot.

We used the information about the direction in which the
person was looking in two ways. If the person was looking at
the robot and the robot was to respond, the robot should look
at the personwhen responding and not continue to look down
at the medication grid. The second use of this functionality is
that the change in the gaze direction triggered an event.When
the person looked up at the robot, the robot decided whether
to and how to respond. For example, when the person thought
he or she might be done but did not say anything and only
looked up at the robot waiting for the next instruction, the
robot interpreted the change in the direction of the gaze as a
cue to respond and inform the person that the task was not
complete.

Fig. 8 This prototype added speech, sensory integration, and sound-
board components. The action script execution component directly
communicated with the robot control to execute all actions, and the
medication management and assistance component was only used by
the action script execution component to select the appropriate actions.
New components or ones with substantial changes are shaded. (Color
figure online)

6.1.2 Speech Recognition

We introduced a new component to provide automatic speech
recognition. In this prototype, we were only interested in
identifying a few keywords and did not need the speech to be
fully recognized or to have the utterance parsed. Identifying
the keywords was sufficient to determine whether the person
was asking a question, referenced a day of the week, or made
a comment about being done. Examples include the follow-
ing (with keyword emphasized): “When do I have physical
therapy?”, “Is Monday ok?”, and “I’m done”. These key-
words were later used by the medication management and
assistance component to determine the appropriate type of
action.

The speech recognition is accomplished using Sphinx4
[27], which was configured to recognize utterances from a
user defined grammar in JSGF format. The grammar did
not define a strict sentence structure for each utterance and
mainly identified the keywords that we needed. For example,
the following rule was used to identify question words:

<wQuestion> = what | when | where | which| why;

6.1.3 Sensory Integration

The purpose of the sensory integration component was to
combine inputs from the Vision and Speech components into
a single event for the action script execution and medica-
tion management and assistance components to handle. This
event then included all of the perceptual information neces-
sary for the robot to decide how to respond.

Each time a state change in the Vision system has been
detected, a new event was sent to the sensory integration
component. As in the initial prototype, a state change con-
sisted of a change in the number of pills at any position in the
medication grid. New to this prototype was that changes in
the direction of the gaze also caused a new event to be sent.
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When the Speech component recognized a new utter-
ance, it was sent to the sensory integration component. Upon
receiving a new utterance, the sensory integration compo-
nent packaged together the utterance along with the last
visual perception that was received and passed it along to be
processed.

6.1.4 Medication Management and Assistance

When choosing how to respond to a particular event, the
action script execution (ASE) component utilized a decision
aid to determine howbest to respond to each perceived action.
This was similar to the architecture in the original prototype
but with a couple of small differences. First, the medication
management and assistance (MMA) component was only
responsible for selecting the action and not for communicat-
ing with the robot control component to execute the action
on the robot. This change in the communication is shown in
the architecture figure (Fig. 8), with the MMA component
only connected to the ASE component. Changing the flow of
control allowed us to better separate the action selection from
the action execution. The MMA component was no longer
directly connected to the software to control the robot, mak-
ing it easier to try the system on a different target hardware.
More importantly, using the ASE component to manage the
execution of the actions allowed the MMA component to
select an assistance that was an action script, as opposed to
a primitive action that the robot control component would
directly recognize. An example of the MMA selecting an
action script was when the robot was to look at the per-
son and then speak. This was encoded as a lookAndSay
action script that had primitive actions of lookAt (to look
at the person), sayText (to produce speech from text), and
lookAt (to look back down at the medication grid).

Decision Tree Just as in the original MMA component, the
reasoning was based on a binary decision tree. However, the
new tree was significantly larger (2097 nodes now, as com-
pared to 39 previously) and is procedurally generated instead
of being entirely constructed by hand. The structure of the
decision tree was also quite different. Previously, the depth
in the tree roughly corresponded with the level of assistance
selected. Now the level of assistance is handled in a very dif-
ferentmanner (seeLevel of assistance in this section) and had
no relation to tree depth. The new structure of the decision
tree had the upper portion of the tree classifying the event
into one of 7 categories:

– Done (pill or all)
– Not started
– Incomplete
– Wrong time
– Wrong day

– Too many
– Wrong time and too many

The Done category indicated that either all the pills for
a single medication have been completely sorted or all the
medications have been completed and the task is done. The
Not started category was for the beginning of the task. This
handled the case where the person was not sure if they should
begin or how to begin. Incomplete was when there were no
misplaced pills but the task was still not complete. Unlike
the original MMA component that was primarily triggered
on changes in the state of the grid, responses could also be
triggered by changes in the direction of the person’s gaze or
when the person spoke. If there was no change in the state of
the grid and the state of the grid was consistent with the goal
state of the grid then the event was categorized as Incomplete.
TheWrong day category was for when a pill was placed on a
day in which the pill should not to be taken. TheWrong time
categorywas forwhen a pill was placed on the correct day but
at the wrong time. A special case of theWrong time category
was when not only was a pill at the wrong time but all of the
correct times are fully allocated. For example, if a pill was
to be taken on Sunday with breakfast, and a person had one
pill in the morning cell and another one in the evening, then
this was aWrong time and too many event.

Once the category has been determined, then the deci-
sions in the tree were particular to that class of event. The
types of decisions included determining which medication
had been misplaced, whether the person was looking at the
robot or not, and recognizing whether the person had said
something and whether the content of the spoken utterance
included a particular keyword. For example, for an event cat-
egorized as Incomplete, the decisions that followed included
checking whether a speech utterance was detected, if the the
utterance included the word “done”, and which medication
was incomplete. Then the selected assistance was an action
that informed the person about whichmedicationwas incom-
plete.

Level of AssistanceMany of the final decisions in the tree per-
tain to the level of assistance that was necessary. To choose
the appropriate level of assistance, we introduced a state vari-
able to track the current level of assistance. Every time a level
of assistance greater than the current level was selected, the
current level was increased. Similarly, if an action below
the current level was selected, the level decreased. This then
allowed us to have decisions in the tree that tested against
the current level of assistance and selected an action that is
at that level or higher.

Action Types There were five types of actions that could
be selected: sayText, noOp, lookAndSay, pointTo
Error, and notifyDone. The first two, sayText and
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noOp, were primitive actions. The noOp action, not doing
anything and not responding, was selected frequently, for
example, when the person did not need any assistance, or
when assistance had been provided recently. This prevented
feedback by the robot being generated too frequently.

The other three actions (lookAndSay, pointTo
Error, andnotifyDone)were scripts. ThelookAndSay
actionwas for whenwewanted the robot to look at the person
while speaking (as opposed to looking down at the medica-
tion grid). This was selected when it had been detected that
the person’s gaze was directed towards the robot.

The pointToError action is used for the level 4 assis-
tance (gesture) and has the robot point to the location on
the grid where a misplaced pill has been detected. The
notifyDone action notifies the person that the medica-
tion (or all medications) have been successfully sorted, but
its more important function is to advance the action script
of the overall task so that the robot can either provide new
instruction to the person or indicate that the task is complete.

6.1.5 Soundboard

TheSoundboard componentwasonlyused in the setup for the
virtual robot. When the robot was to speak, this component
played an audio file that had been mapped to a particular
utterance. To ensure that the speech heard by the user was
the same for both the physical and virtual robots, we used the
physical robot to record each possible utterance to an audio
file. A built-in feature of the Nao robot allowed us to redirect
the robot’s audio output to an audio file, which gave us a clear
reproduction of the robot’s voice.

6.2 Evaluation

As in the evaluation of the initial prototype, each participant
in this study first completed the informed consent form and
then performed a medication sorting task with the assistance
of the robot. This evaluation had two primary differences
from the initial evaluation. First, we wanted to consider a
lower cost platform, a virtual robot that was nearly identical
to the physical robot. Second, the task was more challenging
and more realistic. We also collected some demographics
on each person to help us determine what factors may be
influencing the human behaviors we would observe.

6.2.1 Hardware Setup

Similar to the setup in the evaluation of the initial prototype,
a Nao robot was positioned on the table across from the par-
ticipant, a medication sorting grid and tray were on the table
between the robot and the participant. We constructed a new
medication grid and tray (shown in Fig. 9) to have straighter
lines (to improve the function of the Vision component) and

Fig. 9 New medication grid and tray provided clearer lines and divi-
sions, which improved the accuracy of the Vision component

Fig. 10 The robots in both of the physical and virtual setups were con-
trolled by a server running in another room. The virtual robot required
additional cameras and speakers to match the hardware provided by the
physical robot

to have more raised lines (to prevent pills from accidentally
rolling into an adjacent space).

The Nao robot was used for both the physical and virtual
conditions. See Fig. 10 for the two different setups.When the
participant entered the room it was in a crouched position and
was looking downward. The virtual robot was displayed on
a 36” display using the Robot View of Choregraphe at full
screen. Twowebcamsweremounted to the top of the display,
one pointing downward and one pointing forward (toward the
participant). The two built-in cameras in the head of the Nao
were used for the physical robot.

To increase the similarity between the conditions, we
closely match the size and position of the two robots. Table 2
reports the size and position of each robot. In the physical
case, the robot was positioned on a small platform to approx-
imate the position of the virtual robot as it was displayed on
the screen.

6.2.2 Evaluation Setup

Participants Students (N = 20) from Tufts University were
recruited by word of mouth, signs, and web postings to par-
ticipate in a social robot study. Half were undergraduate
students, and the other half were graduate students. Half of
the participants were female. Each participant was randomly
assigned to one of two conditions: physical robot or virtual
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Table 2 The physical and
virtual robots had similar
dimensions and were positioned
similarly on the table

Physical (cm) Virtual (cm)

Height of robot 46 45.5

Width of robot at head 13.5 13

Width of robot at shoulders 26.5 22.5

Bottom of robot from tabletop 8.5 10

Distance of robot from front of table 42 41

Distance of microphone from center 14 27

The microphone in the virtual robot was positioned farther to the left to avoid the display stand but as close
to the participant as possible

robot.We continued to use students in our evaluation to facil-
itate the rapid prototyping.

Methods and Design Each participant interacted with the
robot to complete a medication sorting task and then com-
pleted a 20-item questionnaire similar to the one used in
evaluating the first prototype. The wording on question 10
wasmodified to remove the negative framing. All other items
remained the same. After the questionnaire, each partici-
pant answereddemographics questions to collect information
about major, undergraduate/graduate student status, and gen-
der. Finally, there were three questions asking the participant
if they have seen movies with robots, where they have seen
robots in their lives, and have they interacted with a robot
before.

The containers of simulated medicines were actual pill
bottles. On each bottle we affixed a label that named that
medication and provided instructions on how the medication
was to be taken. The instructions for one was simple: take
one with breakfast. The other said the following: “Take 2
with meal. Enhances motor movement. Cannot take more
than two pills every other day.”

Before the task started, the research assistant oriented the
participant to the task by reading a script. Included in the
script were details about the person’s schedule that would
affect when the medications were to be taken. The partici-
pant was told that the schedule could not be written down.
The intent was to create a small load on working memory,
hopefully creating enough of a challenge that participants
would naturally make mistakes and need assistance from the
robot. Additionally, this could partially simulate the impact
on cognitive function that would be experienced by older
adults that could eventually be using our system.

6.2.3 Analysis

Two participants in each condition were not able to complete
the task. In each case therewere technical difficultieswith the
robot which likely affected the person’s ability to complete
the task. Since these participants were not fully able to expe-
rience the system, they were removed from the analysis. Of

the 8 participants remaining in the physical robot condition,
4 were graduate students and 4 were undergraduates, and 4
were female and 4 were male. In the virtual robot condition,
4 were graduate students and 4 were undergraduates, and 5
were female and 3 were male.

The video of each participant was reviewed to determine
start and end times of the task and whether the participant
greeted the robot after it introduced itself. One participant
did not consent to being video recorded, and that person was
not able to complete the task due to a technical failure with
the robot.

We compared the questionnaire answers and time to com-
plete the task across conditions using unpaired t tests. We
also compared questionnaire results using the 3 components
we found in the evaluation of the initial prototype. Using an
unpaired t test,we compared thefirst prototype and this proto-
type (collapsing across both virtual and physical) using these
3 components. Finally, we reviewed the video recordings to
determine who greeted the robot and who did not. Two-way
ANOVAs were used to compare greeters and non-greeters
of the virtual robot and the physical robot. Additionally, we
calculated a Cohen’s d effect size for each comparison.

6.2.4 Evaluation Results

In this section we first discuss the results of the individual
questionnaire answers. Then we address the results relat-
ing to grouping the questionnaire answers according to their
components. Finally, we compare the results of greeters and
non-greeters.

Comparing the questionnaire answers for the physical
robot and virtual robot conditions showed no significant
differences on anyof the questions. SeeFig. 11a for a compar-
ison of each question across the two conditions. In comparing
the time it took to complete the task, those being assisted by
the virtual robot finished the taskmore quickly (Virtual:M =
3.07, SD = 1.02; Physical: M = 4.93, SD = 3.04), but the
difference was not significant (t(14) = 1.64, p = 0.12).
We also evaluated the effect sizes in order to determine the
magnitude of the effect within this sample, despite there not
being enough evidence for generalization to the broader pop-
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Fig. 11 Results of evaluation of
second prototype. Each figure
shows mean results for items in
a questionnaire answered by a
participant that interacted with
the physical robot or the virtual
robot. Error bars show standard
error. a Shows all questionnaire
items individually, comparing
answers for the physical and
virtual robots. b Comparing
questionnaire answers
aggregated into the dimensions
of effectiveness, supportive
assistance, and emotion. c
Comparing greeters and
non-greeters for each of the
dimensions

ulation. The effect size for time physical versus virtual in time
to complete the task was large (d = 0.82).

We calculated component scores of the items for effective-
ness, supportive assistance and emotion that were developed

in the evaluation of the first prototype. In comparing the
component scores of the first and second prototype, we
found that the effectiveness of the second prototype was
higher but not significantly (t(25) = 1.78, p = 0.09), the
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supportive assistance for the second prototype was signif-
icantly lower (t(25) = 2.59, p = 0.02), and the emotion
for the second prototype was lower but not significantly
(t(25) = 1.67, p = 0.11). The lower scores for the sup-
portive assistance was probably a result of the task used in
evaluating the second prototype being more difficult.

When comparing the component scores of the physical
and virtual robot for the second prototype, the results showed
clearly that participants perceived a strong similarity between
the physical and virtual robots (see Fig. 11b). However, dif-
ference in sample effect sizes increased in magnitude when
comparing participants who greeted the robot and those who
did not. Three of the 9 participants greeted the physical robot,
and4of the9participants greeted thevirtual robot. Figure 11c
shows the same three components but splits the greeters from
the non-greeters. In the first component, effectiveness, physi-
cal and virtual and greeters and non-greeters all reported very
similar answers with no significant main effect for robot type
(F(1, 12) = 0.28, p = 0.60) or greeting (F(1, 12) = 0.66,
p = 0.43) and no interaction (F(1, 12) = 0.04, p = 0.85).
In the second component, supportive assistance, there was
no difference between the virtual robot and the physical robot
(F(1, 12) = 0.0, p = 1.0), no effect for whether the person
greeted the robot (F(1, 12) = 1.08, p = 0.32), and no inter-
action (F(1, 12) = 1.86, p = 0.20). Even though there was
no statical significance for the interaction, there was a large
effect size for greeting the physical robot (d = 1.24) but
not for greeting the virtual robot (d = 0.14). The emotion
component also had some possible differences, but mostly
for the virtual robot. There was no effect for robot type
(F(1, 12) = 0.01, p = 0.93) or for greeting the robot
(F(1, 12) = 0.40, p = 0.54), but an interaction was trend-
ing towards significance (F(1, 12) = 3.53, p = 0.08). In
this interaction, it is important to note that the direction of
the effect was opposite for the virtual robot and the physi-
cal robot. Greeting the physical robot was related to a lower
rating, and had a small to medium effect size (d = 0.66).
Greeting the virtual robot was related to a higher rating and
had a large effect size (d = 1.25). This suggests that the
social aspects contributing to the emotion of the experience
differ for a virtual robot and a physical robot, perhaps due to
people being more familiar with interacting with a screen as
opposed to a physical robot.

6.3 Discussion

The results suggested that peoplewho greeted the robot expe-
rienced the interaction differently, and that the nature of this
difference varied depending onwhether the person interacted
with the physical or virtual robot. For the physical robot,
greeters of the robot rated the supportive assistance of the
experience lower than non-greeters. This effect was not sig-
nificant with our small sample size, but the large effect size

(d = 1.24) suggests that it is feasible that greeting the robot
was related to how the physical robot’s assistance was per-
ceived. Similarly, the greeters of the physical robot provided
lower ratings for the emotion component. In addition to there
being amedium effect size (d = 0.66), it is interesting to note
that we saw a similar pattern in our initial evaluation. This
provides more evidence that greeting a physical robot had an
effect on our participants, but the lack of significance due to a
small sample size prevents us from drawing any conclusions
about the population of users of physical robots. Greeters of
the virtual robot appeared to have had a different experience
in regards to the emotion component. Greeters of the virtual
robot rated the emotion of the experience higher, and the
analysis gave a large effect size (d = 1.25). This result was
not significant, but it is feasible that greeting the virtual robot
was related to the higher rating of the emotion component.

If, however, the differences in how the greeters and
non-greeters experienced the two robots are negligible or
inconsequential, then the virtual robot may be an ideal low-
cost alternative. The virtual robot would be substantially
less expensive, which would improve the likelihood of older
adults being able to afford the assistive technology. How-
ever, before we can commit to the virtual robot, we need to
consider some of the limitations of the virtual robot.

One limitation of a virtual robot is that it would not be able
to provide physical support (e.g., demonstrate how to place
a pill or guiding a person’s arm to help initiate movement).
In our prototypes, the physical robot was also designed to
not provide physical support, but this was a limitation of our
design goal (to only provide cognitive and social support)
and not a limitation inherent in the hardware platform. If we
were to use a physical robot capable of manipulating pills or
helping move a person’s arm, then the physical robot would
be able to provide assistance at levels greater than our current
design. However, the potential benefits of the robot provid-
ing physical support may not outweigh the ethical concerns
around physical contact with a person [17].

7 General Discussion

We have presented a human-centric approach to designing a
social robot to assist withmedication sorting in amanner that
supports the autonomy and dignity of the person. Novel in
our approach was the use of a standardized taxonomy defin-
ing levels of assistance. The robot selected the appropriate
level of assistance by matching the need of the individual to
the assistance. In exploring designs for how the robot was
to make this selection in a medication sorting task, we iden-
tified relevant features of the task that the robot can use as
the basis of the decision, but our solutions thus far were spe-
cific to medication sorting. We are working to generalize
this approach so that we can easily adapt the robot to assist
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in other activities of daily living. While we are working to
generalize this approach, we still need to resolve some other
issues.

One such issue is that it remains unclear as to whether a
physical or virtual robot was better for assisting with med-
ication sorting. Based on previous studies on other tasks
[4,26,29], we expected the physical robot to be rated bet-
ter. However, we were surprised to find this was not the case.
In evaluating our second prototype, participants rated the two
platforms similarly. If there are few differences between the
platforms, and the virtual robot performs equally as well as
its physical counterpart, then the virtual robot could be an
ideal low-cost solution that older adults could afford. Based
on prior results with physically present robots [30,48,53], we
expected the physical robot to improve the interaction, but
future work will need to further investigate the potential role
of other options, such as smartphone apps. However, many
of these alternatives will have some inherent limitations,
namely an inability to physically interact with the environ-
ment. While we focused our design on cognitive and social
support, at least a physical robot has the potential to provide
some physical support. This physical support is essential in
providing higher levels of assistance, and as we continue to
investigate the effectiveness of a robot in assistingwithmedi-
cation sorting, we need to at least consider these higher levels
of assistance.

One difference between physical and virtual robots thatwe
have found was that those who voluntarily greeted the robot
rated the experiencewith the robot differently than thosewho
chose not to greet the robot. The differencewasmost apparent
in regards to the emotion component, where greeters of the
physical robot rated the experience lower than non-greeters
and greeters of the virtual robot rated the experience higher. It
should be noted that the effect of greeters rating the physical
robot lower in regards to emotion that was observed in the
first prototype was duplicated in the second prototype. Even
though we did not have statistical significance in either case,
we did have amedium or large effect size in both evaluations.
In speculating why greeters and non-greeters would rate the
experience differently, we suspect that it is related to how
much the person perceives the robot to be a social agent.
A social robot has the potential to provide benefits such as
decreased loneliness [25] and more positive mood [51] in
addition to assisting in important activities, and the physical
embodiment may facilitate some social interactions, as was
seen with the Paro robot [50]. From our evaluations and the
examples given here, it was apparent that there were social
and emotional aspects to the robot that need to be considered
in future designs.

Aswe continue to investigate the designs for a social robot
to assist inmedication sorting,weneed to include older adults
in our evaluations. Using students has allowed us to rapidly
prototype and evaluate different designs, but the end goal

is still to improve the quality of life of older adults. We are
particularly interested in how a social robot could assist a per-
son with Parkinson’s disease (PD), which is a neurological
disorder affecting the dopamine pathways of the brain. Phys-
ical symptoms like tremors, fine motor control, and slowness
of movement can make medication sorting difficult. Cogni-
tive impairment, another common symptom, can add even
greater challenges to the task. Also, unlike many disorders
that can simply use a set schedule for medications every day,
a person with PD often requires a flexible schedule that can
adapt to the life events of the person. It is common for a
person with PD to have to take a dopamine agonist or L-
DOPA before activity like a dance or exercise class or doctor
appointment. We envision a social robot that can have a dia-
logue with the person to collaboratively determine the best
time to take the medications that fits the individual’s sched-
ule and that complies with the constraints of the prescription.
The conversation the robot has with the person should help
the person feel and be more involved in health-related deci-
sions.Additionally, the robot being able to adapt to the person
and the person’s schedule should help the person feel val-
idated as an individual whose distinctive preferences and
qualities matter. Overall, this supports one of our key design
principles of having the robot help preserve the person’s
dignity.

8 Conclusion

We have demonstrated a robot the provides cognitive and
social support to a person sortingmedications. Instead of pro-
viding direct physical support to the person, the robot enabled
the person to make the correct actions to successfully sort the
medications. Our novel approach to selecting the appropriate
assistance utilized a taxonomy defining increasing levels of
assistance. The taxonomy, which is used in practice by occu-
pational therapists, informed the decision process by which
the robot provided the amount of assistance that met the need
of the person.

We developed two prototypes of a robot designed to assist
with medication sorting. Upon evaluating the first prototype,
we identified three components used to evaluate the interac-
tion with the robot: effectiveness, supportive assistance, and
emotion. The second prototype built upon the first and add
more social cues (i.e., gaze and speech) for responding to the
person sorting the pills, and we increased the complexity of
the medication sorting task to improve the ecological valid-
ity of our design. In comparison with the first prototype, this
robot was rated slightly higher for effectiveness but lower in
supportive assistance. Both of these effects may have been
a result of the increased task complexity, but future work
would be necessary to determine if it was the task complex-
ity or some other factor that caused these effects.
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For the second prototype, we also considered a virtual
robot, a robot that was nearly identical to the physical robot
but simulated in a graphical environment and displayed on
a screen. In general, each of the embodiments of the robot
(physical and virtual) were evaluated similarly, which is in
contrast to prior work that has shown preferences for the
physical robot over the virtual [4,34]. More work will be
needed to understand why the physical robot may be pre-
ferred in some cases but in other cases neither the physical
robot nor the virtual robot is preferred.

In evaluating both of the prototypes, we discovered an
interesting factor affecting the experience of being assisted
by the robot. For the first prototype, we found that those
who voluntarily greeted the robot rated the emotion of the
experience lower. This effect was replicated in evaluating the
second prototype, but only for the physical robot. Instead, the
greeters of the virtual robot rated the emotion of the expe-
rience higher. Furthermore, we found a small effect on the
supportive assistance rating, with the greeters of the physi-
cal robot rating the experience lower than the non-greeters.
It is interesting to note that these effects were observed even
though greeting the robot should be orthogonal to the task
of sorting medications. This has implications for any task in
which the robot is providing assistance, as social aspects of
the interaction that are apparently unrelated to the task are
likely to still affect the experience.

As we proceed in designing robots to assist older adults,
we need to continue to take a human-centric approach. We
cannot simply look at how well the robot can assist on a
task, but we need to consider how the robot is perceived and
the effects the robot may have on the person being assisted.
We believe that by matching the need of the person to the
assistance provided, the robot can allow the person to feel in
control and contribute to the person’s sense of autonomy.
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Appendix

The following 19 questions were provided to each par-
ticipant. Question 10 had a negative working in the first
evaluation and was updated for the second evaluation (work-
ing from 2nd presented here).

For each question, a 5-point Likert-scale was provided,
ranging from strongly disagree to strongly agree.

1. The robot is able to provide you with assistance in the
task.

2. The assistance the robot provides is correct.
3. I am able to complete the task more efficiently with the

assistance of the robot.
4. When the robot corrects me I feel included to follows its

instructions.
5. I trust the robot to (correctly) provide assistance.
6. I expect the robot to act in a consistent and predictable

manner.
7. The robot is able to provide physical support.
8. The robot is able to provide emotional support.
9. The robot paid attention to me.
10. The robot used action and words that made sense to me.
11. The robot helped me understand how to complete the

task.
12. The robot acted in a manner that ensured my safety.
13. The robot is able to warn me of potentially unsafe medi-

cation administration.
14. My family would approve of the way the robot assisted

me.
15. My care providers would approve of the way the robot

assisted me.
16. I felt pleasant during the task.
17. I felt in control of what was happening during the task.
18. I felt I understood what was happening during the task.
19. I felt responsible for completing the task.

In both evaluations, we also included the following 20th
question:

20. Do you have anything else you want to tell us about the
robot or this task?
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17. Feil-seifer D, Matarić MJ (2011) Ethical principles for socially
assistive robotics. Robot Autom Mag 18(1):24–31

18. Graf B,HansM, Schraft RD (2004)Care-o-bot II—development of
a next generation robotic home assistant. Auton Robots 16(2):193–
205

19. Hayes TL, Larimer N, Adami A, Kaye JA (2009) Medication
adherence in healthy elders: small cognitive changes make a big
difference. J Aging Health 21:567–580

20. Haynes RB, Ackloo E, Sahota N, McDonald HP, Yao X (2008)
Interventions for enhancing medication adherence. Cochrane
Database Syst Rev 16(2):CD000011

21. Hebesberger D, Dondrup C, Koertner T, Gisinger C, Pripfl J (2016)
Lessons learned from the deployment of a long-term autonomous
robot as companion in physical therapy for older adultswith demen-
tia: a mixed methods study. In: The 11th ACM/IEEE international
conference on human robot interaction. IEEE Press, pp 27–34

22. Heerink M, Kröse B, Wielinga B, Evers V (2006) Human–robot
user studies in eldercare: lessons learned. In: International confer-
ence on smart homes and health telematics, pp 31–38

23. Hemmesch AR (2011) The stigmatizing effects of facial masking
and abnormal bodily movement on older adults’ first impressions
of individuals with Parkinson’s disease. Brandeis University

24. Johnson JA, Bootman JL (1995) Drug-related morbidity and
mortality: a cost-of-illness model. Arch InternMed 155(18):1949–
1956

25. Kanamori M, Suzuki M, Tanaka M (2002) Maintenance and
improvement of quality of life among elderly patients using a pet-
type robot. Jpn J Geriatr 39(2):214–218

26. Kidd CD, Breazeal C (2004) Effect of a robot on user perceptions.
In: Proceedings. 2004 IEEE/RSJ international conference on intel-
ligent robots and systems, 2004 (IROS 2004), vol 4. IEEE, pp
3559–3564

27. Lamere P, Kwok P, Gouvea E, Raj B, Singh R,WalkerW,Warmuth
M, Wolf P (2003) The CMU sphinx-4 speech recognition system.
In: IEEE international conference on acoustics, speech and signal
processing (ICASSP 2003), Hong Kong, vol 1, pp 2–5, Citeseer

28. Lewis A (1997) Non-compliance: a $100 billion problem. Rem-
ington Rep 5(4):14–15

29. Li J (2015) The benefit of being physically present: a survey of
experimental works comparing copresent robots, telepresent robots
and virtual agents. Int J Hum Comput Stud 77:23–37

30. Li J (2015) The benefit of being physically present: a survey of
experimental works comparing copresent robots, telepresent robots

and virtual agents. Int J Hum Comput Stud 77(January 2015):23–
27

31. MacLaughlin EJ, Raehl CL, TreadwayAK, Sterling TL, Zoller DP,
Bond CA (2005) Assessing medication adherence in the elderly:
which tools to use in clinical practice? Drugs Aging 22(3):231–255

32. ManningKJ, Clarke C, Lorry A,WeintraubD,Wilkinson JR, Duda
JE, Moberg PJ (2012) Medication management and neuropsycho-
logical performance in parkinson’s disease. Clin Neuropsycholog
26(1):45–58

33. Marcum ZA, Sevick MA, Handler SM (2013) Medication non-
adherence: a diagnosable and treatable medical condition. JAMA
309(20):2105–2106
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