ABSTRACT

Assessing the cognitive workload of human interactants in mixed-initiative teams is a critical capability for autonomous interactive systems to enable adaptations that improve team performance. Yet, it is still unclear, due to diverging evidence, which sensing modality might work best for the determination of human workload. In this paper, we report results from an empirical study that was designed to answer this question by collecting eye gaze and electroencephalogram (EEG) data from human subjects performing an interactive multi-modal driving task. Different levels of cognitive workload were generated by introducing secondary tasks like dialogue, braking events, and tactile stimulation in the course of driving. Our results show that pupil diameter is a more reliable indicator for workload prediction than EEG. And more importantly, none of the five different machine learning models combining the extracted EEG and pupil diameter features were able to show any improvement in workload classification over eye gaze alone, suggesting that eye gaze is a sufficient modality for assessing human cognitive workload in interactive, multi-modal, multi-task settings.
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1 INTRODUCTION

Cognitive or mental workload, i.e., the extent to which cognitive resources are available and utilized during task execution, is an important determinant of human performance, with a higher workload typically leading to worse performance (e.g., [25]). In the context of mixed-initiative teams, this means that artificial agents should be aware of human cognitive load and not act in ways that would unnecessarily increase it (e.g., through frequent verbal interactions). Various methods have been proposed that would allow artificial agents to determine human cognitive workload during task performance, in particular, electroencephalography (EEG) and human eye gaze [8, 20, 22, 36, 52] both of which have advantages and disadvantages (which we briefly discuss in the next section).

In this paper, we investigate the utility of eye gaze, specifically pupil diameter, and EEG for assessing human workload in an interactive multi-modal driving simulation with four levels of workload and show that eye gaze is the most reliable predictor. Specifically, we experimentally generate different levels of cognitive workload by requiring subjects (drivers) to simultaneously perform multiple tasks such as braking, dialogue interactions, and tactile discrimination in the course of driving. By construction, the cognitive load increases when multiple tasks have to be performed simultaneously. The average percentage change in pupil size (APCPS) [62] is then used as a predictor for the cognitive load. To evaluate the effectiveness of different eye gaze vs. EEG in cognitive workload prediction, we employ five machine learning models: (a) k-Nearest Neighbor (k-NN), (b) Naive Bayes (NB), (c) Random Forest (RF), (d) Support-Vector Machines (SVM), and (e) Neural Network-based model (NNM) on pupil diameter signal, EEG data, and their combined features. The results show that the combined eye gaze and
EEG data does not significantly improve workload detection over just eye gaze alone.

The main contributions of this paper are summarized as follows:

- We propose a new controlled driving simulation environment that contains multimodal interaction of different physiological sensor modalities including pupillometry and EEG.
- We verify the effectiveness of pupil diameter in assessing different levels of cognitive workload based on the designed driving simulation experiment. Our numerical results show that a notable improvement in cognitive workload classification can be achieved by using pupil diameter as compared to EEG.
- We show that combining the extracted features of EEG and pupil diameter does not improve the accuracy of cognitive workload prediction.

The remainder of this paper is structured as follows. After summarizing related work in Section 2, we briefly introduce the driving simulation environment and provide the details of the experimental setting in Section 3. We then define cognitive workload levels in Section 4, describe the machine learning models in Section 5, and provide the result from training the models in Section 6, followed by a brief conclusion in Section 7.

2 RELATED WORK

EEG is known as a reliable index to detect electrical activity in the brain and is used as a precise measure of cognitive effort [8, 22, 45, 52]. Berka et al. used EEG signals acquired from eighty healthy participants to characterize the correlation between task engagement and cognitive workload while performing learning and memory tasks [8]. In [45], the authors utilized independent component analysis (ICA) to obtain several independent features from EEG and then predict the cognitive workload based on these extracted features. So et al. [52] used short-term frontal EEG signals which were recorded from twenty healthy subjects performing four cognitive and motor tasks to evaluate the dynamic changes of mental workload. Although EEG can be obtained directly from the electrical activity of cortical and subcortical neurons with a very high temporal resolution of milliseconds, it is non-stationary and heavily suffers from undesired noise, such as frequency interference, blinking, motion-related, and sensor-based artifacts [46]. Popular denoising algorithms for EEG signals include wavelet transform-based methods, independent component analysis (ICA)-based techniques, and adaptive filtering [27]. Even though these methods are effective in cleaning particular types of noise, two or more methods are usually required in practice to simultaneously deal with various kinds of noise involved in EEG [27]. However, applying multiple denoising algorithms at the same time not only will increase the complexity of the cleaning process but also may lead to the uncontrolled interaction between these algorithms [47]. In addition, cleaning EEG signals requires the appropriate experiences and sometimes manual processing steps [17].

Eye gaze parameters can also capture the workload fluctuations occurring in a short time interval, leading to the possibility of real-time cognitive workload prediction [2]. Compared to EEG, the human gaze signal is easier to collect in daily living conditions and is less vulnerable to undesired noise and motion artifacts, making it frequently used for workload prediction in various studies such as driving simulation [38, 39]. There have been numerous studies that use pupil diameter as an indicator of cognitive workload levels [6, 9, 15, 39, 41, 42]. Pflege et al. [42] characterized the relationship between pupil diameter and cognitive effort under several regulated lighting conditions. In [39], Palinko et al. suggested that using human gaze tracking is one of the feasible ways to predict cognitive workload in the course of driving where pupil diameter is a good indicator of cognitive efforts. In [9], Bitkina et al. investigated the performance of a set of eye-tracking metrics such as gaze fixation, pointing, and pupil diameter in predicting driving perceived workload. Pang et al. [41] used multiple eye movement parameters which include fixation duration, blink duration, and pupil diameter to assess different cognitive workload levels by varying the difficulty of web search tasks. There have been relatively few studies that utilize gaze parameters for real-time workload prediction [5, 33]. One study leveraged normalized values of different gaze parameters including pupil diameter, blink duration, and the number of blinks for online classification of cognitive workload [5]. Another study proposed an approach for real-time prediction of mental effort in the context of task complexity adaptation [33].

A few studies investigated combinations of eye gaze and EEG to jointly predict the cognitive workload levels [14, 31, 49]. Kheider et al. [31] collected both eye gaze and brainwave signals of fifteen students during an interaction with a virtual learning environment to identify two groups of learners: students who successfully resolved the tasks and students who did not. Their numerical results indicated that the k-Nearest Neighbor (k-NN) classifier achieves the best accuracy over the six evaluated models with the combination of eye movement and EEG signals. Another study integrated EEG features with pupil diameter to assess the cognitive load [49]. Their design demonstrated that the combination of multiple models has a better performance in classifying different workload levels compared to single models. Even though combining multiple signals may boost-up the accuracy of the trained model, there is no common consensus among researchers about whether combining EEG and pupil diameter signals will provide an advantage in predicting the workload states. For example, Borys et al. [11] studied several combinations of EEG and pupillometry features in arithmetic tasks to point out that models based on eye-tracking features alone achieved higher accuracy in cognitive workload classification than fusion-based models. Another study proposed a method to combine several features obtained from different physiological signal modalities such as EEG, EOG, and human gaze to estimate cognitive workload during simulated remote piloting [14]. The authors claimed that the prediction performance barely decreases with the usage of only EEG compared to the fusion of multiple signal modalities.

It is worth noting that there are a few studies that combine various signal types in addition to EEG and eye gaze. For example, Taamneh et al. [56] investigates the effects of different distraction types such as emotional, cognitive, and sensorimotor on multiple physiological signal modalities including eye gaze, respiration rate, and heart rate during simulated driving.

Finally, we refer the readers to recent surveys on using pupillometry information, EEG signals, or combining both for categorizing the mental workload levels [16, 63].
3 EXPERIMENTAL SETUP
We developed a comprehensive multi-modal interactive experimental paradigm to be able to evaluate the utility of eye gaze vs. EEG for assessing human workload. We decided on a multi-task setting using a driving simulator that required subjects to concentrate on accident-free driving while also engaging in brief dialogue interactions at different times with a confederate. In addition, to increase the cognitive load, subjects also had to perform a tactile detection response task (DRT) at different times. We will next describe the details of the experimental setting, what data we collected and how we processed, followed by data analyses and a discussion of our results.

3.1 Apparatus
We used a medium-fidelity partial-cab driving simulator, which included automatic gear, steering wheel, brake pedal, and accelerator pedal. Five 45-inch liquid crystal displays (LCDs) were used to illustrate the driving environment. The software and hardware equipment were supplied by RTI Health Solutions (Ann Arbor, MI). The simulation consisted of a four-lane highway (each direction included two lanes) with a speed limit of 65 mph. Participants were asked to wear earbuds (Bose QuietComfort 20) to eliminate external noises. During the simulation, participants wore a cylindrical vibrotactile motor on their right collar shoulder which was 14 mm in diameter and 4.5 mm thick for the DRT task and participants were asked to respond to tactile vibrations that happened randomly every 6 to 10 seconds via a response button attached to their right index fingertip. Figure 1 shows a participant from different perspectives. Each session thus included five SOA events. The order of braking and lure braking events were presented in different orders across participants to eliminate any order effects.

Eye Tracking: In this experiment, we used a Pupil Core (Pupil Labs, Berlin, Germany) eye tracker to assess eye gaze parameters which include a 200 Hz binocular camera and a 120 Hz world camera.

3.2 Participants
The dataset included 80 participants who were recruited from the local community to engage in a single-session study that lasted approximately 120 minutes. The mean age of the participants was 20 with a standard deviation of 3. 46.8% of the participants were identified as female and the rest of them were identified as male. All of the participants were right-handed with a normal or corrected to normal vision and had a valid driver’s license. We asked participants to either receive $20 or two hours of research credit for an introductory Psychology course. We also requested participants to complete other driving history and demographics after providing a Declaration of Helsinki consent.

3.3 Design
The driving task included two driving scenarios, one with DRT and one without DRT (non-DRT). Each participant completed two sessions subsequently with a break between them. Half of the participants performed the DRT session in the first part of the experiment besides the rest of them completed the DRT session in the second part of the experiment after the break. Each scenario included a 52.4 km driving simulation and lasted approximately 20 minutes. The first three minutes of each session included only driving without any other event to ensure that the driver was acclimated to the simulation. The simulation contained a series of "yes/no" and explanation dialogue interactions. There were 40 questions in total. We asked participants to respond to 20 questions roughly every 30 to 60 seconds during each session. To evaluate the impact of braking events on dialogue performance, we generated different combinations of braking and dialogue events based on their relative timing order. Specifically, we adjusted the time interval between the beginning of the braking event and the completion of the question, i.e., the "stimulus onset asynchrony" (SOA), between -1 and +1 seconds with a step size of 0.5 seconds. SOA values of -1 and -0.5 mean that the braking event takes place 1 and 0.5 seconds after the end of the question, respectively. Similarly, SOA values of 1 and 0.5 indicate that the braking event occurred 1 and 0.5 seconds before the end of the question, respectively. SOA of 0 represents the condition where the braking event started at the same time as the question ends. Each session thus included five SOA events.

4 METHODS
4.1 Workload Evaluation
We generated four cognitive workload levels based on the combination of different events shown in Table 1. In particular, the first level (Level 0) represented the baseline, i.e., the lowest level of cognitive workload that included only the driving task and did not contain any additional events. Workload levels were increased by adding other events such as dialogue, braking, and DRT to generate Level 1, Level 2, and Level 3, respectively. Specifically, Level 2 was created by combining dialogue and braking events (SOA) while Level 3 was generated via combining SOA and DRT events taken from DRT sessions.

Although both "yes/no" and explanation questions were exploited during our experiment, we leveraged only explanation questions to generate higher workload levels under the assumption...
that explanation questions should require higher cognitive effort than “yes/no” questions and, therefore, increase cognitive workload. Some examples of explanation questions included “What type of food do you like?”, “How often do you drive?”, “What is your favorite season”, or “What type of movies do you like?”.

We note that by construction, the higher the workload level is, the lower the number of samples can be generated. Since there were only 77 SOA events with DRT from the total of 47 subjects, the number of samples in Level 3 was, therefore, 77. To create a balanced dataset, we selected the number of samples in four workload levels equal to the number of samples in Level 3, leading to a balanced dataset with 77 samples in each class. It is also worth noting that Level 0, Level 1, and Level 2 were produced from non-DRT sessions, while Level 3 was produced from DRT sessions. For a fair comparison, the same number of SOA types were used to generate samples for both Level 2 and Level 3. For example, suppose two samples of Level 3 were generated from two SOA and DRT events during the DRT session of a subject with SOA types of -1 and 0.5. In that case, two SOA events were taken from the non-DRT session of the same subject with the same SOA types of -1 and 0.5 to produce two samples of Level 2. Similarly, two dialogue events and two baseline events were taken from the non-DRT session of the same subject to generate two samples of Level 0 and Level 1, respectively.

4.2 Pupillometry

In this study, we used the left pupillometry signal with a sampling frequency of 400 Hz to calculate pupil dilation, assuming that the left and right pupil dilations are synchronous. We utilized three-step pre-processing to eliminate any out-of-band and sensory noise and the blink artifact. In the first step, we applied amplitude thresholding to remove the signal parts lower than 0.8 mm and greater than 10 mm by considering that the values lower than 0.8 mm are potential blink artifacts [50] and the measurable pupil dilation widens up to 10 mm [58]. In the second step, we leveraged linear interpolation to repair the extracted parts [50]. Finally, we used fifth-order Butterworth low-pass filter with a cutoff frequency of 10 Hz to cancel baseline wander [51]. Figure 2 depicts the pre-processing steps of the pupillometry signal.

Due to the range of pupil diameter variations from person to person, we utilized percentage change in pupil size (PCPS) to avoid subject-based variations in pupil diameter. We calculated PCPS using the following equation [62]:

\[
PCPS = \frac{CMPD - BMPD}{BMPD} \times 100\%
\]

where CMPD denotes the current measure of pupil diameter and BMPD denotes the baseline measure of diameter which was determined via calculating the mean of a 1-second signal before the stimulus. For each workload level, we obtained 2.5 seconds time windows from pre-processed pupillometry signal and then calculated PCPS values. Next, based on PCPS, we obtained the average PCPS (APCPS) as follows [62]:

\[
APCPS = \frac{1}{N} \sum_{t=1}^{N} PCPS_t
\]

where PCPS_t denotes the percentage change in pupil size at t^th sample, and N is the total number of samples in the time domain.
Figure 2: Pupillometry pre-processing steps: (a) raw pupil diameter signal, (b) signal after applying amplitude thresholding, (c) signal after applying linear interpolation, and (d) signal after applying Butterworth low-pass filter.

4.3 Electroencephalography
We recorded EEG signals via eight channels with a sampling rate of 500 Hz and then pre-processed the raw EEG signals to remove the external noise. First, we applied sixth-order Butterworth band-pass filter between 0.1Hz - 32Hz. Second, we leveraged independent component analysis (ICA) to decompose the mixture of signal epochs to its statistically independent components. We manually removed the ICA component which is associated with blink artifacts based on the blink signal. Then, we identified the blink artifact with the instantaneous spikes in the amplitude. Third, we applied Kalman Smoother, a well-known method to estimate the state of dynamic linear structures in the presence of noise [29]. We used the Python library “Tsmoothie” [12] to smooth the EEG signals.

4.4 Feature Extraction
4.4.1 Power Spectral Density of EEG. The Power Spectral Density (PSD) of EEG is one of the most widely used features for EEG signals [3, 21, 24, 44]. Specifically, PSD measures the power distribution of a given signal for each frequency [54]. From the EEG data, we extracted the PSD using the five standard frequency bands: δ (1 to 4Hz), θ (4 to 8Hz), α (8 to 13Hz), β (13 to 30Hz), and γ (30 to 100Hz). Since each EEG sample had the length of 2.5 seconds, we used a periodogram with a 2.5 second non-overlapping rectangular window to estimate the PSD via the MATLAB Signal Processing Toolbox. The periodogram PSD estimator produced the average spectral power over each frequency using Discrete Fourier Transform (DFT) [3, 21]. The average spectral power was then integrated over each EEG frequency band to generate the PSD data. Since there were eight EEG channels and five frequency bands, each PSD sample corresponded to a 40-dimensional vector.

4.4.2 Feature for pupil diameter data. Mean and variance are two commonly extracted features for pupil diameter signals [35, 43, 48]. We compute the mean and variance of each pupil diameter sample processed in Section 4.2. The resulting pupil diameter feature was a two-dimensional vector.

4.4.3 Combination of extracted features of pupil diameter and EEG. To explore the effectiveness of the combination of EEG and pupil diameter data in predicting workload levels, we followed [31, 35, 49, 57] to concatenate the extracted features from EEG and pupil-diameter data, leading to a 42-dimensional feature vector for each sample.

5 MACHINE LEARNING METHODOLOGIES
Based on the data described above, we wanted to explore the performance of different kinds of machine learning techniques for cognitive workload prediction under (1) a single-modality setting (i.e., using only the EEG signal or only the pupil diameter signal), compared to (2) a multiple-modality setting (i.e., a combination of extracted features from pupil diameter and EEG signals). Since different learning algorithms might have different performances for different types of data, we employed five commonly used machine learning models: k-Nearest Neighbor (k-NN), Naive-Bayes (NB), Random Forest (RF), Support Vector Machines (SVM), and Neural Network-based model (NNM) over six workload classification tasks (which we will discuss in the next section) to make the comparison as far as possible. It is worth noting that these learning models have been widely used for workload classification, for example, k-NN is
used in [10, 13, 28, 31], NB is used in [19, 23], RF is used in [28, 40], SVM is used in [4, 18, 37, 52, 60], and NNM is used in [13, 28, 59, 61].

We used the following model training and evaluation procedure. We divided each dataset into two subsets, the training and the testing set with the ratio of 80% and 20%, respectively. For all non-neural network-based models, we utilized five-fold cross-validation [55] for hyper-parameter selection. Specifically, the training set was first split into five equal-size groups. Next, one group was selected as the validation set while the rest four groups were considered as the sub-training set. The model was trained on sub-training and tested on the validation set five times until all groups were selected once as the validation set. The average accuracy on the validation set was used to select the hyper-parameters. After fixing the hyper-parameters, the model was trained from scratch using all training data and tested on the testing set to produce the final classification accuracy. For the neural network-based model (NNM), we kept the setting the same except for not doing the five-fold cross-validation. We performed model selection based on the validation accuracy produced by a fixed validation set and repeated the above procedure five times for all models with different random seeds. Below are the details of the learning models:

5.1 k-Nearest Neighbor
k-Nearest Neighbor is a non-parametric supervised learning method that outputs the label of the tested sample based on the labels of its k-nearest neighbors i.e., the k closest samples to the tested sample in the training set. We used Euclidean distance as the measurement metric and select the value of k in the range of [1, 30].

5.2 Naive Bayes
The Naive Bayes algorithm is a supervised learning method that is based on the well-known Bayes’ theorem together with a “naive” assumption such that every pair of samples given the label are independent. There are five common models for the Naive Bayes algorithm: (a) Gaussian Naive Bayes, (b) Multinomial Naive Bayes, (c) Complement Naive Bayes, (d) Bernoulli Naive Bayes, and (e) Categorical Naive Bayes. These models are different in the way the conditional distribution between the data and its label is modeled. For example, in Gaussian Naive Bayes, one assumes that the conditional distribution of the sample given its label is Gaussian. Here, we considered the types of distribution as the tunable hyper-parameters.

5.3 Random Forest
Random Forest is a supervised algorithm that aggregates multiple decision trees trained on different samples and takes their majority vote for prediction. The number of decision trees (or the number of estimators) was selected in the range of [1, 50].

5.4 Support Vector Machine
Support Vector Machine is a supervised learning algorithm that maps training examples from the input space into the feature space to maximize the width of the gap between the categories using kernel functions. We considered the types of kernel function as our tunable hyper-parameters. Specifically, we selected the model among four kernel functions: linear, polynomial, radial basis function (RBF), and sigmoid.

5.5 Neural Network-based Models (NNM)
Deep Neural Networks have been proved to be effective in extracting task-related features and thus have been widely used in brain-computer interface field [13, 28, 34, 59, 61]. Here, we adopt EEGNet [34] for EEG data and use Multi-layer Perceptron (MLP) neural network for the remaining types of data. As recommended in [34], the length of the temporal convolution of the first layer in EEGNet is set to 250 which is exactly half of the sampling rate of EEG signals (500 samples per second). The MLP model for pupil diameter data is composed of three fully connected layers followed by a linear layer with the output dimension as 512 → 256 → 128 → n, where n ∈ {2, 3, 4} denotes the number of label classes i.e., the number of workload levels. Rectified linear unit (ReLU) [1] was used as the activation function. To stabilize the training process and avoid overfitting, batch normalization and dropout were applied to each fully connected layer. The remaining two kinds of data (PSD and pupil diameter feature) shared the same model structure with pupil diameter data except for the output dimension of each layer. Particularly, the MLP models for PSD data had the output dimension as 40 → 32 → 16 → n for each layer and the MLP model for pupil diameter feature had the output dimension as 32 → 32 → 16 → n for each layer. All models were trained with full size of data in one batch for 300 epochs using the Adam optimizer [32] with the learning rate set as 5 × 10^{-3} for EEGNet and 10^{-4} for other models.

Figure 3: Pupil diameter variations of one participant for different cognitive workload levels within 2.5 seconds time interval.

6 RESULTS AND DISCUSSION
We first investigated the changes in pupil diameter (PCPS) and generated statistical results of PCPS and average PCPS (APCPS) for different workload conditions. Then we reported the classification accuracies of well-known learning methodologies for predicting different workload levels based on the single-modality or multiple-modality settings.
6.1 Statistical Analysis of PCPS

Figure 3 shows pupil diameter variations of one participant for four cognitive workload levels within a 2.5 seconds time interval. The starting point represents the onset of baseline, dialogue, SOA, and SOA+DRT events for Level 0, Level 1, Level 2, and Level 3, respectively. The results demonstrate that the pupil diameter remains stable during the baseline while distinctive patterns are observed for higher workload levels. However, the fluctuations in pupil diameter have analogous patterns for Level 2 and Level 3.

Next, we calculated the mean APCPS values on all events for each workload level and compared the outcomes to evaluate the variation of mean APCPS for various workload levels. To verify a direct correlation between mental effort and APCPS, we performed a one-way ANOVA test [53]. Table 2 and Figure 4 illustrate the mean, standard deviation, and standard error of APCPS values related to four cognitive workload levels, showing that the pupillary response rises as mental effort increases. The results demonstrate that mean APCPS has the lowest value for baseline and increases gradually with the increased cognitive workload. However, the values associated with Level 2 and Level 3 do not indicate a marked difference.

![Figure 4: Violin plot of mean APCPS over all events for different cognitive workload levels.](image)

We further run Tukey’s “honestly significant difference” (HSD) multiple pairwise comparison test to investigate the differences between the four workload levels [26]. Table 3 illustrates the difference in means, the minimum and maximum confidence levels, and the adjusted p-values for all pairs of workload levels at a significance level of .95. Moreover, we performed Benjamini & Hochberg test [7] to decrease the false discovery rate and obtained p-values, as shown in Table 4. The results of both tests indicate that there is a statistically notable difference between all pairs of workload levels (p < .05) except between Level 2 and Level 3 (p > .05). The transition between Level 0 and Level 1 was achieved by performing dialogue tasks that included multiple explanation questions. Responding to different questions while completing the driving task requires higher comprehension and cognitive engagement, which was reflected by a remarkable change in pupil dilation between Level 0 and Level 1. Level 2 was generated by adding a braking event to Level 1. There were six braking events and four lure braking events during the entire experimental run which is reasonably rare. Thus, an additional braking event to both dialogue and driving tasks increased workload and caused increased pupil dilation. On the other hand, there is a negligible change in pupil diameter values between Level 2 and Level 3. The possible reason for this insignificant difference is that DRT events occurred frequently every 6 to 10 seconds during the experiment and thus might be less likely to significantly increase cognitive workload in the short term.

6.2 Statistical Analysis of EEG

We also investigated the performance of EEG signal on workload estimation by performing ANOVA Tukey HSD multiple pairwise tests on five different frequency bands generated from PSD of EEG which are delta, theta, alpha, beta, and gamma. The p-values corresponding to each pair of workload levels are illustrated in Table 5. The results indicate that within five EEG frequency bands, just alpha and beta waves are efficient in differentiating workload level pairs 0-2 and 0-3. However, none of the five frequency bands are capable of classifying workload level pairs 0-1, 1-2, 1-3, and 2-3. Moreover, we observed that delta, theta, and gamma waves are not able to distinguish any pairs of workload levels. These results demonstrated that none of the frequency bands is competent for the classification of all pairs of workload levels.

6.3 Classification Performance

As previously mentioned in Section 5, we employ five different machine learning models in this section to evaluate the mental workload classification accuracy under both single-modality and multi-modality settings.

6.3.1 Single-modality learning. Under the single-modality learning framework, we report the averaged accuracy of two-level, three-level, and four-level cognitive workload classification tasks and their standard deviation after repeating all experiments five times. For two-level classification, we report the performance of three tasks: (a) the “0-1” task i.e., differentiating between Level 0 and Level 1; (b) the “0-2” task i.e., distinguishing between Level 0 and Level 2; and (c) the “0-3” task i.e., distinguishing between Level 0 and Level 3. For three-level classification, we report the performance of two tasks: (a) the “0-1-2” task i.e., differentiating between Level 0, Level 1, and Level 2; and (b) the “0-1-3” task i.e., distinguishing between Level 0, Level 1, and Level 3. Finally, the classification accuracy of distinguishing between four workload levels, denoted as the “0-1-2-3” task, is also reported.

The performance of the two-level classification tasks is shown in Table 6. As seen, with the corresponding highest accuracy as 72.50 ± 12.38 for task “0-1”, 75.00 ± 4.42 for task “0-2”, and 75.00 ± 5.76 for task “0-3”, one can infer that: (a) there is no substantial difference in difficulty levels between task “0-2” and task “0-3”, and (b) task “0-2” and task “0-3” are a bit easier than task “0-1”. Since the shared Level 0 between these three tasks indicates the baseline, this observation implies that (a) there is a negligible difference in the amount of workload between Level 2 and Level 3, and (b) the amount of workload contained in Level 2 and Level 3 is a bit heavier compared to Level 1. Indeed, this conclusion agrees with our observation from Figure 3, Figure 4, and Table 2 in Section 6.1.

Next, from the similarity between the classification accuracy of “0-1-2” and “0-1-3” tasks, as shown in Table 7, one can conclude that
Table 2: Statistical results of mean, standard deviation, and standard error APCPS for different workload levels over all events.

<table>
<thead>
<tr>
<th>Workload Level</th>
<th>Mean APCPS</th>
<th>Std</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 0</td>
<td>0.88</td>
<td>6.06</td>
<td>0.69</td>
</tr>
<tr>
<td>Level 1</td>
<td>4.45</td>
<td>6.21</td>
<td>0.71</td>
</tr>
<tr>
<td>Level 2</td>
<td>8.25</td>
<td>8.69</td>
<td>0.99</td>
</tr>
<tr>
<td>Level 3</td>
<td>7.69</td>
<td>6.30</td>
<td>0.72</td>
</tr>
</tbody>
</table>

Table 3: Results of Tukey HSD multiple pairwise test for different pairs of cognitive workload levels.

<table>
<thead>
<tr>
<th>Workload Pairs</th>
<th>Diff. in Means</th>
<th>Lower Value</th>
<th>Upper Value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 1 - Level 0</td>
<td>3.563</td>
<td>0.690</td>
<td>6.436</td>
<td>0.008</td>
</tr>
<tr>
<td>Level 2 - Level 0</td>
<td>7.368</td>
<td>4.495</td>
<td>10.241</td>
<td>9.5 × 10^{-10}</td>
</tr>
<tr>
<td>Level 3 - Level 0</td>
<td>6.809</td>
<td>3.936</td>
<td>9.682</td>
<td>1.7 × 10^{-8}</td>
</tr>
<tr>
<td>Level 2 - Level 1</td>
<td>3.804</td>
<td>0.931</td>
<td>6.677</td>
<td>0.003</td>
</tr>
<tr>
<td>Level 3 - Level 1</td>
<td>3.245</td>
<td>0.372</td>
<td>6.118</td>
<td>0.019</td>
</tr>
<tr>
<td>Level 3 - Level 2</td>
<td>-0.559</td>
<td>-3.432</td>
<td>2.313</td>
<td>0.958</td>
</tr>
</tbody>
</table>

Table 4: Adjusted p-values obtained from Benjamini & Hochberg test for different pairs of workload levels.

<table>
<thead>
<tr>
<th>Level 0</th>
<th>Level 1</th>
<th>Level 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 1</td>
<td>8.5 × 10^{-4}</td>
<td>-</td>
</tr>
<tr>
<td>Level 2</td>
<td>3.1 × 10^{-8}</td>
<td>0.002</td>
</tr>
<tr>
<td>Level 3</td>
<td>1.1 × 10^{-9}</td>
<td>0.648</td>
</tr>
</tbody>
</table>

Table 5: p-values from Tukey HSD multiple pairwise test performed on five frequency bands obtained from PSD of EEG for different pairs of cognitive workload levels.

<table>
<thead>
<tr>
<th>Workload Level</th>
<th>Delta</th>
<th>Theta</th>
<th>Alpha</th>
<th>Beta</th>
<th>Gamma</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 1-Level 0</td>
<td>0.23</td>
<td>0.47</td>
<td>0.14</td>
<td>0.18</td>
<td>0.30</td>
</tr>
<tr>
<td>Level 2-Level 0</td>
<td>0.97</td>
<td>0.99</td>
<td>3 × 10^{-3}</td>
<td>0.03</td>
<td>0.12</td>
</tr>
<tr>
<td>Level 3-Level 0</td>
<td>0.36</td>
<td>0.92</td>
<td>4 × 10^{-4}</td>
<td>0.01</td>
<td>0.13</td>
</tr>
<tr>
<td>Level 2-Level 1</td>
<td>0.49</td>
<td>0.58</td>
<td>0.59</td>
<td>0.89</td>
<td>0.96</td>
</tr>
<tr>
<td>Level 3-Level 1</td>
<td>0.99</td>
<td>0.85</td>
<td>0.26</td>
<td>0.70</td>
<td>0.98</td>
</tr>
<tr>
<td>Level 3-Level 2</td>
<td>0.65</td>
<td>0.96</td>
<td>0.94</td>
<td>0.98</td>
<td>0.99</td>
</tr>
</tbody>
</table>

there is not much difference in the amount of workload contained in Level 2 and Level 3. Again, this agrees with the intuition from Figure 3, Figure 4, and Table 2 in Section 6.1, where it is practically impossible to distinguish the pupil diameter changes between these two levels.

The performance of the four-level “0-1-2-3” classification task is shown in Table 8. As seen, the accuracy of “0-1-2-3” task is significantly lower than other classification tasks. This comes from the negligible difference between the amount of workload contained in levels 2 and 3. Specifically, by construction, level 3 is generated from level 2 by adding DRT events that occur frequently and do not cause a significant increase in cognitive workload in a short period of time. Therefore, it is generally challenging to distinguish between level 2 and level 3, leading to the highest prediction accuracy of the “0-1-2-3” task being only 43.44 ± 6.80 achieved by using pupil diameter signal and the NNM method.

Furthermore, from Table 6, 7 and Table 8, the pupil diameter signal outperforms EEG and its extracted feature for all tasks regardless of the machine learning methods. We thus conclude that pupil-diameter data is more suitable for cognitive workload prediction under the current driving simulation setting.

In addition, one can observe that the classification performance based on extracted signals is comparable to their original signals, implying that most of the important information has remained after the feature extraction process. This verification is necessary since the extracted features will be combined as the input for our multi-modality learning in Section 6.3.2.

Finally, it is worth noting that we also applied multivariate long short term memory fully convolutional network (MLSTM-FCN) [30] models for both EEG and pupil diameter signals. For six tasks: “0-1”, “0-2”, “0-3”, “0-1-2”, “0-1-3”, and “0-1-2-3”, the accuracies of EEG are 53.25 ± 2.71, 55.65 ± 4.44, 54.70 ± 9.25, 55.28 ± 3.48,
Table 6: Two-level tasks “0-1”, “0-2” and “0-3” classification accuracy.

<table>
<thead>
<tr>
<th>Task</th>
<th>Signals</th>
<th>k-NN</th>
<th>NB</th>
<th>RF</th>
<th>SVM</th>
<th>NNM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-1</td>
<td>Pupil diameter</td>
<td>65.32 ± 1.39</td>
<td>68.75 ± 9.88</td>
<td>70.31 ± 12.00</td>
<td>67.74 ± 3.95</td>
<td>72.50 ± 12.38</td>
</tr>
<tr>
<td></td>
<td>EEG</td>
<td>53.96 ± 4.19</td>
<td>59.37 ± 5.41</td>
<td>46.88 ± 6.99</td>
<td>50.81 ± 6.03</td>
<td>52.50 ± 4.64</td>
</tr>
<tr>
<td></td>
<td>Pupil diameter features</td>
<td>67.74 ± 6.03</td>
<td>70.31 ± 2.70</td>
<td>60.94 ± 6.81</td>
<td>68.54 ± 4.19</td>
<td>66.25 ± 6.78</td>
</tr>
<tr>
<td></td>
<td>EEG features</td>
<td>50.11 ± 5.81</td>
<td>62.50 ± 7.65</td>
<td>55.23 ± 6.02</td>
<td>56.45 ± 3.61</td>
<td>53.12 ± 4.42</td>
</tr>
<tr>
<td>0-2</td>
<td>Pupil diameter</td>
<td>70.97 ± 4.19</td>
<td>65.63 ± 10.36</td>
<td>75.00 ± 4.42</td>
<td>71.77 ± 4.19</td>
<td>69.38 ± 8.67</td>
</tr>
<tr>
<td></td>
<td>EEG</td>
<td>59.68 ± 8.06</td>
<td>60.94 ± 5.18</td>
<td>60.94 ± 6.81</td>
<td>55.65 ± 3.51</td>
<td>50.62 ± 6.78</td>
</tr>
<tr>
<td></td>
<td>Pupil diameter features</td>
<td>66.12 ± 3.61</td>
<td>68.75 ± 10.83</td>
<td>59.81 ± 8.11</td>
<td>72.58 ± 3.61</td>
<td>62.50 ± 6.63</td>
</tr>
<tr>
<td></td>
<td>EEG features</td>
<td>53.23 ± 5.58</td>
<td>56.25 ± 9.88</td>
<td>50.00 ± 4.42</td>
<td>52.42 ± 2.67</td>
<td>51.87 ± 2.79</td>
</tr>
<tr>
<td>0-3</td>
<td>Pupil diameter</td>
<td>73.38 ± 2.67</td>
<td>67.19 ± 12.79</td>
<td>71.88 ± 9.38</td>
<td>75.00 ± 5.76</td>
<td>71.25 ± 5.61</td>
</tr>
<tr>
<td></td>
<td>EEG</td>
<td>55.64 ± 6.98</td>
<td>57.26 ± 5.18</td>
<td>55.31 ± 6.81</td>
<td>53.25 ± 5.34</td>
<td>56.25 ± 8.90</td>
</tr>
<tr>
<td></td>
<td>Pupil diameter features</td>
<td>70.35 ± 6.65</td>
<td>70.31 ± 6.81</td>
<td>67.19 ± 9.24</td>
<td>67.74 ± 2.28</td>
<td>69.37 ± 5.44</td>
</tr>
<tr>
<td></td>
<td>EEG features</td>
<td>57.26 ± 8.34</td>
<td>56.25 ± 6.25</td>
<td>56.25 ± 15.31</td>
<td>53.58 ± 2.67</td>
<td>54.50 ± 9.25</td>
</tr>
</tbody>
</table>

Table 7: Three-level tasks “0-1-2” and “0-1-3” classification accuracy.

<table>
<thead>
<tr>
<th>Task</th>
<th>Signals</th>
<th>k-NN</th>
<th>NB</th>
<th>RF</th>
<th>SVM</th>
<th>NNM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-1-2</td>
<td>Pupil diameter</td>
<td>55.85 ± 2.76</td>
<td>50.00 ± 8.83</td>
<td>55.21 ± 5.41</td>
<td>53.19 ± 6.56</td>
<td>56.67 ± 3.42</td>
</tr>
<tr>
<td></td>
<td>EEG</td>
<td>35.63 ± 3.14</td>
<td>37.50 ± 4.16</td>
<td>31.25 ± 9.54</td>
<td>35.10 ± 2.38</td>
<td>35.83 ± 8.25</td>
</tr>
<tr>
<td></td>
<td>Pupil diameter features</td>
<td>51.59 ± 4.08</td>
<td>48.72 ± 3.45</td>
<td>47.38 ± 4.54</td>
<td>48.40 ± 1.76</td>
<td>41.67 ± 6.07</td>
</tr>
<tr>
<td></td>
<td>EEG features</td>
<td>33.15 ± 7.11</td>
<td>43.48 ± 5.33</td>
<td>32.61 ± 8.96</td>
<td>31.52 ± 5.26</td>
<td>37.92 ± 5.78</td>
</tr>
<tr>
<td>0-1-3</td>
<td>Pupil diameter</td>
<td>52.12 ± 4.38</td>
<td>49.83 ± 7.80</td>
<td>48.96 ± 9.02</td>
<td>55.31 ± 2.60</td>
<td>57.92 ± 6.81</td>
</tr>
<tr>
<td></td>
<td>EEG</td>
<td>30.85 ± 3.83</td>
<td>39.58 ± 8.58</td>
<td>38.34 ± 10.36</td>
<td>32.98 ± 5.72</td>
<td>31.66 ± 5.19</td>
</tr>
<tr>
<td></td>
<td>Pupil diameter features</td>
<td>52.12 ± 10.91</td>
<td>48.95 ± 8.00</td>
<td>52.08 ± 16.79</td>
<td>48.40 ± 4.85</td>
<td>39.59 ± 6.42</td>
</tr>
<tr>
<td></td>
<td>EEG features</td>
<td>33.69 ± 3.92</td>
<td>40.21 ± 4.74</td>
<td>31.52 ± 6.43</td>
<td>35.86 ± 1.88</td>
<td>33.33 ± 9.66</td>
</tr>
</tbody>
</table>

Table 8: Four-level task “0-1-2-3” classification accuracy.

<table>
<thead>
<tr>
<th>Task</th>
<th>Signals</th>
<th>k-NN</th>
<th>NB</th>
<th>RF</th>
<th>SVM</th>
<th>NNM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-1-2-3</td>
<td>Pupil diameter</td>
<td>37.90 ± 2.41</td>
<td>39.51 ± 4.19</td>
<td>35.48 ± 5.59</td>
<td>39.52 ± 1.80</td>
<td>43.44 ± 6.80</td>
</tr>
<tr>
<td></td>
<td>EEG</td>
<td>25.40 ± 1.33</td>
<td>30.64 ± 6.65</td>
<td>25.38 ± 8.64</td>
<td>27.42 ± 1.61</td>
<td>30.00 ± 3.89</td>
</tr>
<tr>
<td></td>
<td>Pupil diameter features</td>
<td>38.71 ± 1.98</td>
<td>38.71 ± 2.28</td>
<td>32.26 ± 3.95</td>
<td>37.90 ± 3.33</td>
<td>33.44 ± 6.01</td>
</tr>
<tr>
<td></td>
<td>EEG features</td>
<td>27.05 ± 7.55</td>
<td>31.45 ± 1.40</td>
<td>27.42 ± 9.54</td>
<td>26.64 ± 1.36</td>
<td>26.25 ± 3.39</td>
</tr>
</tbody>
</table>

37.10 ± 2.91, 33.05 ± 3.58 while the accuracies of pupil diameter are 65.75 ± 7.33, 69.10 ± 6.81, 67.19 ± 7.26, 52.50 ± 4.85, 54.22 ± 1.89, 36.91 ± 4.41, respectively. As seen, the LSTM-FCN models always achieve lower accuracies than EEGNet and MLP over all six learning tasks. Therefore, we decided not to provide the numerical results of LSTM-FCN in the main tables but mention here to provide additional information for the readers.

6.3.2 Multi-modality learning. For multi-modality learning, two approaches are considered in this paper: (1) feature-level fusion approach i.e., combining the extracted features of pupil diameter and EEG as a single input of NNM, and (b) intermediate-level fusion approach i.e., using two MLP networks to separately learn the useful features from EEG and pupil-diameter signals and then feed the outputs of these two networks into a third MLP network to output the final labels.

The performances of multi-modality learning for six workload classification tasks are indicated in Table 9. Compared to single-modality learning, it seems that multi-modality learning does not improve the accuracy of mental workload prediction. Specifically, the highest accuracy (over all tested models) and its standard deviation of pupil diameter (the most left bar, blue color), pupil diameter features (the second left bar, red color), EEG (middle bar, yellow color), EEG features (the second right bar, purple color), and the combined features of pupil diameter and EEG (the most right bar, green color) for six workload classification tasks are illustrated via a bar-graph in Figure 5. As seen, the performance of using multi-modality learning is comparable to or slightly better than using pupil diameter features, EEG, and EEG features but significantly lower than using pupil diameter. This leads to our conclusion that combining the extracted feature of EEG and pupil diameter does not improve the quality of workload prediction. It is worth noting
that our conclusion agrees with the previous results observed in [11].

7 CONCLUSIONS

The goal of our empirical study and machine learning efforts was to investigate the potential of eye gaze and EEG, alone or combined, for assessing human workload in a multi-modal interactive driving task. We found out that pupil dilation is an effective method to distinguish different levels of cognitive workload that we generated by adding dialogue, braking, and tactile tasks to the participants’ main driving task. Specifically, our analyses showed that the percentage change in pupil size (PCPS) and the average-PCPS (APCPS) are practical tools for differentiating multiple levels of cognitive workload. We also found out that compared to EEG, pupil diameter provides better workload classification and, most importantly, combining the extracted features of EEG and pupil diameter for jointly assessing cognitive workload does not improve the overall prediction accuracy.

Our findings are important for future efforts in online cognitive workload detection in human-machine interaction settings because they support using only eye gaze data which is easier to collect and faster to process. Moreover, eye trackers can be easily applied and worn in many task settings without limiting the mobility of the subject and without introducing motion artifacts like EEG.

8 LIMITATIONS AND FUTURE WORK

Our work has some limitations. First, the proposed method provides an offline assessment of cognitive workload. In the future, we will extend the current setting to real-time workload estimation. Second, while this work only uses pupil dilation as a gaze parameter, combining pupil dilation with other aspects of the human eye gaze such as the number of fixations, the fixation duration, the blink rate, and the saccadic intrusion could potentially provide additional information to further improve the workload prediction accuracy. In the future, we will investigate the performance of additional human gaze parameters on cognitive workload estimation.
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