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Abstract
Detecting non-conforming behaviors, called
anomalies, is an important tool for intelligent
systems, as it serves as a first step for learning new
information and handling it in an appropriate way.
While the anomaly detection problem has been
explored extensively in many different domains,
there remains the challenge of generalizing the
techniques in a way that would optimize their
usefulness in artificial intelligence applications.
In these applications, it is common for agents
to encounter novel, anomalous scenarios, which
they should be able to handle with human-like
capability. To establish a technique for capturing
anomalies using contextual and predictive infor-
mation, we present a generalized framework for
detecting anomalies in real-time. We apply the
framework to two different domains: a traffic data
set and a real-time aviation application run on a
human-in-the-loop flight simulator.

1 Introduction
In real world scenarios, anomalies are often the face of criti-
cal or catastrophic events, that call for prompt action to miti-
gate their effects. In computer networking, anomalies present
themselves as system attacks due to worms or spy-ware, of-
ten stealing data or compromising business operations [Shon
and Moon, 2007]. In digital transactions, fraudulent activity
is often unbeknownst to the victim, detected only by analyz-
ing spending activity to find anomalous patterns [Srivastava
et al., 2008]. Malicious intent within crowded scenes can be
stifled by detecting deviations in patterns within a group of
people under surveillance cameras [Mahadevan et al., 2010].

Anomaly detection research has focused mostly on domain
specific applications, like those mentioned above. The notion
of an anomaly tends to differ drastically depending on the ap-
plication [Chandola et al., 2009], and thus, developing a gen-
eralized framework for detection has remained a challenge.
Current systems which employ a generalized approach to the
problem have focused on developing a strong theoretical in-
frastructure, which afford the ability to use a robust frame-
work with specialized plug-in components to extract anoma-
lous data [Laptev et al., 2015]. The major limitation of these

systems is that they still have a less than perfect false positive
and false negative rate, sometimes treating noise as anoma-
lies, or visa-versa. A major hurdle in anomaly detection is
distinguishing significant anomalous events from outlier be-
haviors that are irrelevant. These systems also struggle to
perform in a truly generalizable manner, and are usually only
generalizable within a domain, but not across domains.

We address these limitations by proposing a new approach
to the generalized anomaly detection problem, where we first
distinguish abnormal data from normal data, and then use a
unique classification scheme to further classify these points
as either anomalies or outliers. We define irregularities of
importance as anomalies, and irregularities which are not im-
portant as outliers. In the anomaly detection domain, outliers
are often referred to as noise, or statistical outliers, which are
defined as phenomena in data that provide no interest to the
analyst, but instead act as a hindrance to analysis [Chandola et
al., 2009]. We adapt this definition in our framework to mean
relevant points or scenarios that require significant consider-
ation, as they would require special treatment or actionable
outcomes separate from those which apply to non-anomalous
data. To the best of our knowledge, our framework is the
first generalized anomaly detection framework to use a com-
bination of confidence values and context to further classify
abnormality points into either anomalies or outliers.

We apply the framework to two different domains: a traffic
data set and a real-time aviation application run on a human in
the loop flight simulator, in order to verify the capabilities es-
tablished by the framework. The results show that our frame-
work is able to effectively detect anomalies in cases where
the framework threshold value (which will be discussed later
in the paper) was set to 0.1 or below in the traffic dataset, or
0.5 or below in the aviation dataset, invariant under human
factors, time, training, scale, data distribution or data.

2 Related Work
Most anomaly detection methods are statistical in nature,
employing various data mining techniques such as Artificial
Neural Networks (ANN), Bayesian Networks, clustering, or
decision trees [Buczak and Guven, 2016]. These techniques
have been shown to be very successful in their ability to de-
tect anomalies, in application specific use cases [Agrawal and
Agrawal, 2015], and in some very recent work, in a general-
izable way within a specific domain. The supervised methods
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employed by many of these systems are typically trained on
a data set representing “normal” cases to serve as a model for
what is the expected behavior from a system. This method of
training typically produces a classifier, that is able to make
class distinctions between data inputs. Anomalies are de-
tected as data points that deviate from the norm, either due
to their distance or density difference from a distribution of
expected data, or from a discrepancy between what the model
predicts and what is actually observed. For most of these sys-
tems, once an abnormal data point is detected, there are no
further refinement steps to distinguish abnormalities that are
of interest to the analyst from those which are not. Significant
abnormalities are only able to be developed by the system as a
relevancy case with further training, which requires more data
for training. As such, a major limitation of such approaches
is their dependence on large datasets for the recognition of
anomalous circumstances, which may not always be avail-
able, especially due to the nominal nature of anomalous data.

Another major shortcoming of the classifier based methods
is that they inherit the burden of the “black box” approach,
where output tends to lack explainability, or show casual re-
lationships. One statistical approach that has attempted to
resolve this shortcoming is the “Association Rule” approach,
which is able to generate symbolic representations of casual
relationships that exist in the data [Agrawal et al., 1993]. This
approach is limited because it is unable to express the proba-
bility of rules holding true, which is characteristic of classical
logic. These shortcoming are addressed by “Fuzzy Associ-
ation Rule” techniques, which attach significance factors to
rules as a way to quantify their relevance [Kuok et al., 1998].

We address the mentioned limitations by employing an un-
certainty processing framework which is able to combine full
or partial evidence measures to express both certainty and ig-
norance in its quantifications of confidence of logical rules
holding true. The framework is typically used when the truth
on predicates are uncertain. The major advantage to using
this framework over more traditional Bayesian/Statistical ap-
proaches is that it allows for dealing with the absence of infor-
mation due to limitations by using evidence measures, which
are different than probability.

3 Preliminaries
Next, we review 3 important concepts used by the framework.

3.1 Contextual Anomalies
Data instances that are anomalous in one context, but not oth-
erwise, are classified as contextual anomalies. Because of the
context focused nature of our framework, our anomalies are
all considered to be contextual anomalies. With this consider-
ation, we follow the paradigm presented in [Chandola et al.,
2009], which maps each data instance describing a scenario to
a set of contextual attributes and behavioral attributes. Con-
textual attributes are those used to determine the context of
an instance, whereas behavioral attributes are defined as the
non-contextual characteristics of a data instance. For exam-
ple, a traffic data set could have variations in traffic densi-
ties and average vehicle speeds for a given window of traffic.
The traffic densities map to a contextual attribute, whereas the

speeds map to a behavioral attribute. Anomalous behavior is
determined using behavioral attributes of data points. An ob-
served behavioral attribute of a data point may be anomalous
in conjunction with a certain set of contextual attributes ren-
dered from the data point, but not anomalous in conjunction
with a different set of contextual attributes.

In the generalized form, we characterize a context C as
having a set of n contextual attributes φC = {φ1

C , . . . , φ
n
C},

and a set of m behavioral attributes δC = {δ1
C , . . . , δ

m
C }.

From this, we define a set of rulesRC associated with context
C as the set of m implications that could result from being in
context C, that is, RC = {C → δ1

C , . . . C → δmC }.

3.2 Rule Learning with Dempster-Shafer
Theoretic Framework

We use Dempster-Shafer Theory (DST) in our framework to
quantify the evidential weight of contextual attributes, to de-
termine the legitimacy of predictions made by the context.
DST is a generalization of the Bayesian uncertainty frame-
work, that allows for processing of uncertainty and ignorance
on pieces of evidence supporting a claim, to produces a de-
gree of belief on the existence of the claim [Shafer and others,
1976]. DST is useful in cases where there is a lack of data
and/or distributional information about the data to inform the
existence of claims, which is typically needed in a probabilis-
tic paradigm [Williams and Scheutz, 2016]. In the case of
our framework, we use DST to represent the uncertainty of
contextual claims using evidence measures, including the un-
certainty of being in a context, the uncertainty of predictions
based on that context, and the uncertainty of observations of
the current state of the environment [Napoli et al., 2015].

DST requires a scenario which contains a set of mutually
exclusive hypotheses h1, h2, . . . , hn which collectively are
referred to as the Frame of Discernment (FoD), denoted by
Θ, representing all possible states of the system, and pieces
of evidence e1, e2, . . . , en to support those hypotheses. DST
assigns a mass value to each member of the power set of Θ,
denoted 2Θ. The mapping m : 2Θ =⇒ [0, 1] from combina-
tions of hypotheses to mass values using pieces of evidence
is called the basic belief assignment (BBA) where m(∅) = 0
and ΣA⊂Θm(A) = 1. The BBA is responsible for distin-
guishing probabilities of the occurrence of a hypothesis from
the evidence measures available [Kay, 2007]. The elements
of A with non zero mass are called the focal elements (FΘ),
and the triple ε = Θ, FΘ,mΘ(·) is called the Body of Evi-
dence (BoE). Collectively, the mass values generate a lower
bound called the belief (Bel), and an upper bound called the
plausibility (Pl), on the probability of a set in 2Θ occurring:

Bel(A) = ΣB⊂AmΘ(B) (1)

Pl(A) = ΣB∩AmΘ(B) (2)

where A ⊂ 2Θ. The belief is representative of the amount of
justifiable support given to A, where the plausibility can be
thought of as the maximum amount of specific support that
could be given by A if further justified [Kay, 2007]. The in-
terval [Bel(A), P l(A)] is defined as the evidential interval
range of A and the value Pl(A)−Bel(A) as the uncertainty
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associated with A (Un(A)) [Kay, 2007]. Each piece of evi-
dence contributes to the mass values of one or all hypotheses
in Θ, and are combined to formulate the collective:

m(h) =
ΣA∩B=H 6=φm(A) ·m(B)

1− ΣA∩B 6=φm(A) ·m(B)
(3)

for all h,A,B ⊂ Θ. We call this Dempster-Shafer Rule of
Combination (DRC), which states that for any hypothesis H ,
we combine the evidence which informed A with that which
informed B.

Evidence Updating Strategy
We replace DRC with an evidence filtering strategy, which
was developed as an upgrade to DRC to address some of
its shortcomings with conflicting pieces of evidence [De-
wasurendra et al., 2007]. This strategy is better suited for
handling the inertia of available evidence as it becomes avail-
able, and its use of conditionals handles the combination of
partial or incomplete information well. Specifically, given
BoE1 = {Θ, F1,m1} and BoE2 = {Θ, F2,m2}, and some
set A ∈ F2, the updated belief Belk+1 : 2Θ 7→ [0, 1], and
the updated plausibility Plk+1 : 2Θ 7→ [0, 1] of an arbitrary
proposition B ⊆ Θ are:

Bel(B)(k + 1) = αkBel(B)(k) + βkBel(B|A)(k) (4)

Pl(B)(k + 1) = αkPl(B)(k) + βkPl(B|A)(k) (5)

where αK , βk ≥ 0 and αk + βk = 1. The conditional used
above is the Fagin-Halpern conditionals which can be con-
sidered an extension of Bayesian conditional notions [Fagin
and Halpern, 2013]. Given some BoE = {Θ, F,m}, A ⊆ Θ
s.t. Bel(A) > 0 and an arbitrary B ⊆ Θ, the conditional
belief Bel(B|A) : 2Θ 7→ [0, 1] and conditional plausibility
Pl(B|A) : 2Θ 7→ [0, 1] of B given A are:

Bel(B|A) =
Bel(A ∩B)

[Bel(A ∩B) + Pl(A−B)]

Pl(B|A) =
Pl(A ∩B)

[Pl(A ∩B) +Bel(A−B)]

(6)

3.3 Rule Refinement of Contexts in Real-Time
When an anomaly is detected, our framework assumes that
a new context is being encountered. As such, the rules as-
sociated with the assumed context (non-anomalous context,
which we refer to as the normal context) of that time step and
the newly encountered context (anomalous context, which we
refer to as the anomaly context) are refined as follows:

refine C =⇒ Cnormal
Cnormal → C ∧ ¬F
Canomaly → C ∧ F

where C is a given contextual representation, and F ⊂ δC .
The refinement posits that there is an additional factor (F) in
context Cnormal such that F does not hold in the normal con-
text, but must be holding in the anomalous context to cause
the anomaly to happen. The heuristics for discovery of the
additional factor are discussed later in the paper.

4 Theoretical Framework
We introduce and review Algorithm 1, the central algo-
rithm of our framework. Since the algorithm is application-
independent, the representations of its elements are induced
by the nature of the input data associated with the application.

Algorithm 1 is first trained on data sets representative of
a normal context and the behavioral outcomes of being in
this context. Once this prior has been established, the frame-
work can begin anomaly detection. The algorithm considers
three key elements, called central elements of a scenario: the
normal context, the predicted outcome of being in the nor-
mal context, and the observed outcome which unfolds in real-
time. At each time step, the algorithm generates a confidence
value for each of these three elements. The confidence value
indicates how likely it is that a certain central element holds,
based on sources of evidence. Specifically, the confidence
value associated with the context indicates how likely it is that
the current scenario is considered to be a normal context. The
confidence value associated with the predicted outcome indi-
cates how likely it is that a predicted outcome should hold,
given a normal context. This predictive value is generated
using DST, which combines sources of evidence supporting
or dampening the existence of a claim. The confidence value
associated with the observed outcome indicates how likely it
is that a certain outcome is occurring, given a set of evidence
measures being observed in real-time. If all three confidence
values are above a certain threshold, and there is a discrep-
ancy between the predicted outcome and observed outcome,
then the algorithm flags an anomaly. All other discrepancies
are considered outliers. The details of this process with be ex-
plained at the end of this section. Once an anomaly has been
detected, a new anomalous context is created, with a set of as-
sociated rules. Both the context and new rules are generated
using refinement techniques described later in the paper.

The context C in Algorithm 1 corresponds to the applica-
tion specific contextual representation of the current state of
the system as it runs in real-time. The threshold value T in
line 4 is used to differentiate between high and low confi-
dence values, and is picked based on the nature of the appli-
cation. For example, in highly volatile circumstances, a lower
more conservative T value may be used in order to catch
scenarios that appear to be anomalous, but are really only
tangentially anomalous, skirting instances of true anomalies.
In low sensitivity, high data volume applications, it may be
more favorable to set the threshold value to be higher, for ef-
ficiency payoffs (with a high threshold value, less anomalies
are captured because only the data points with the highest
confidence values for all central elements will be considered
in the anomaly detection step). The prediction P in line 13
corresponds to the consequent of the implication δiC ∈ δC
that has the highest confidence of occurring. That is:

δiC = max(P 1
conf . . . P

n
conf ) (7)

where P jconf =
Bel(Pj) + Pl(Pj)

2 · Un(Pj)
, j ∈ [1, n]. The value I

represents all of the rules/inferences associated with the con-
text C (that is, δC).
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Algorithm 1 General Algorithm for Distinguishing Anoma-
lies from Statistical Outliers

1: procedure DETECT ANOMALY(C,D, T )
2: C : set of learned contexts, trained prior
3: D : application specific input data stream
4: T ⊂ [0, 1] : threshold value
5: Ccurr : current context
6: φCcurr

: contextual attributes of current context
7: RCcurr

: list of rules associated with current context
8: while d = D.getNextDataPoint() > 0 do
9: Ccurr ← C.determineContext(d)

10: φCcurr
← Ccurr.getContextualAttributes()

11: RCcurr
← Ccurr.getRules()

12:

R = argmax
r∈RCcurr

mean(r.getBel(), r.getP l())

2 · r.getUn()

13: P ← R.getConsequent()

14: Pconf ←
mean(R.getBel(), R.getP l())

2 ·R.getUn()
15: O ← getObservedOutcome(d)
16: Oconf ← O.getConfidence()
17: Cconf ← C.getConfidence()
18: if (P 6= O) then
19: if (Cconf > T )∧(Oconf > T )∧(Pconf > T )

then
20: C.add(createNewContext(d))
21: else
22: continue;
23: else
24: C.updateContext(d)

The confidence values in lines 14, 16, 17 are extracted from
the Dempster-Shafer evidential interval of the respective en-
tities described, and are used to reflect the confidence that
the entity in question holds. The value P ⊂ δC in line 13
refers to the prediction that context C will yield P (that is,
C =⇒ P ), generated by evaluating each of the implications
associated with C, and picking the one with the highest con-
fidence value, and thus the greatest likelihood of occurring.

Any data point where the predicted behavioral attribute of
C does not correspond with the observed behavioral attribute
of C is considered an abnormality. To further distinguish the
subgroups of the abnormality points, the algorithm classifies
anomalies as all points that occur at a time t where the con-
fidence in the assumed context C is high, the confidence in
the implication P is high (that is, the prediction of P), and the
confidence in observed implication O is high. All other points
in the set of abnormalities are considered outlier points. To
further clarify this with an example, lets us consider alterna-
tive cases where P 6= O. In the case where the discrepancy
P 6= O is observed, andCconfidence is low, we cannot be sure
whether the discrepancy is valid. This is because with a low
confidence in the antecedent of the rule C → P , it cannot be
validated whether the high confidence on P holds, therefore
invalidating the discrepancy. Similarly, with a low confidence
on either P or O, it cannot be validated that the discrepancy is
occurring.

Figure 1: VISTAS simulator at NASA Langley Research Center.

5 Validation with Aviation Application
Next, we present a proof of concept of our framework. Our
implementation takes place in the aviation domain, as a con-
tribution to a decision support system, for the identification
and reasoning behind anomalous actions in a flight scenario.
Specifically, we look at a decision support system whose pri-
mary purpose is to assist the pilot with flight missions, with
the goal of optimizing safety and general mission success.

5.1 The “Go-Around Decision” Use Case
We looked at a scenario where the pilot decides to force a
landing in a context where the learned rule prescribes a go-
around maneuver. In the situation where a commercial air-
craft is unstable below 1000ft on its descent, a flight manual
would mandate that the pilot circle the aircraft back, and reat-
tempts the landing. There are certain emergency situations in
which the pilot may avoid this prescription (i.e. fire on the
aircraft, hijacker, etc). In our proof of concept, we set the
fuel level to be low, which would be a realistic scenario that
a pilot would chose to abort a go-around to force a landing.

The proof of concept ran on a rapid prototyping flight sim-
ulator at NASA Langley Research Center in Hampton, VA
(see Figure 1). The selected flight scenario for our proof of
concept was on the descent of a Boeing 757 into the Reno-
Tahoe International Airport. The interface to the simulator
maintained a data recording rate of 50 Hz, with each frame
containing 130 data fields corresponding to the flight, run-
ning in real-time. That is, the algorithm runs and checks
for anomalies as a human is flying the aircraft. Our frame-
work requested data from the simulator interface at a constant
rate of roughly 1000ms, which corresponded to a window of
time needed for processing. Thus, we define one time step as
roughly 1000ms.

5.2 Representations
Primitive Data Points
The simulation generated a broadcast of raw data points that
represented the data being generated in the cockpit, describ-
ing the current flight running in real-time with a human opera-
tor. Each data point contained 130 data fields. The algorithm
pinged the simulation broadcast for cockpit data at each it-
eration of the algorithm (each 1000ms time step). The data
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points were not only used to inform the anomaly detection
portion of the algorithm (line 19), but also for updating the
current context assumed by the algorithm and for observing
the current action being performed by the pilot.

Context
We represent a context with three attributes. The first is a
contextual attribute defining a feasibility region, containing
the maximum and minimum values (critValMin, critValMax)
on each data field within a data point, along with the maxi-
mum and minimum deltas values on each field (critDeltaMin,
critDeltaMax) within a time window of 50 data points. This
characterizes the continuous values of the context by folding
data into past values.

The second attribute is also a contextual attribute, but this
time containing discrete data qualitatively describing the con-
text. A context can contain four discrete values, (STABLE,
UNSTABLE, ABOVE1000FT, BELOW1000FT). These dis-
crete values were selected by experts as attributes that are
highly relevant to the go-around decision. Finally, each con-
text contains a set of rules, corresponding to implications that
should hold in the context, along with Dempster-Shafer inter-
vals to express the confidence of the implication holding in a
given context.

5.3 Application Specific Instantiation
The proof of concept is run in two segments. First, the sys-
tem undergoes an initial learning phase to build contextual
representations of the Approach phase of flight. Next, the
algorithm runs a simulation where the framework is used to
detect anomalies in real-time, if and when they occur.

Initial Context and Rule Training
We trained our system on past flight records where the pilot
performed a Go-Around maneuver when he/she found their
aircraft in an unstable configuration below 1000 ft on his/her
approach. We ran 24 simulations, with trials 1-12 flown by
participant A, trials 13-17 flown by participant B, and 18-25
flown by participant C. We removed trails 13, 14, 15 and 21
due to experimental error.

A dataset is a prerecorded flight used for training the algo-
rithm, where an aircraft follows commercial aviation protocol
by performing a go-around in a context where the aircraft is
unstable below 1000ft on its approach. We used 3 datasets
(dataset A, dataset B, dataset C). Trials 1-6 were run with
only one iteration of training on dataset A, trials 6-9 with
two iterations of training on dataset A, and 9-11 with three
iterations on dataset A (iteration trials). Trials 12-25 were
training with an iterations on each of dataset A, dataset B,
and dataset C (variation trials). Training resulted in an im-
plication, C∗ = {UNSTABLE∧BELOW1000FT} =⇒
GA, (where C∗ is the learned context) that served as a base-
line for a ”Normal” prediction when in context C∗.

Using Confidence Values in Simulation
Once the initial training had taken place, we began running
the simulation. At each time step, the system calculates three
values (a confidence value on being in C∗, the confidence
in the a predicted action (from DS intervals), and the confi-
dence in the observed action) which are referred to asC∗conf ,

P∗conf , and O∗conf , respectively, and correspond to lines
17,14 and 16 in Algorithm 1. The confidence value calcu-
lated for P∗confidence is extracted using the DS interval val-
ues, whereas the confidence values for C∗conf and O∗conf
are calculated using the mean of the mass values on evidence
measures supporting their existence.

P∗conf = max(
Bel(P ) + Pl(B)

2 · Un(P )
),∀P ⊂ δC∗ (8)

C∗conf =
Σm(F )

|φC∗ |
, F ⊂ φC∗ (9)

O∗conf =
Σm(Y )

|ΦC∗ |
, Y ⊂ ΦC∗ (10)

5.4 Results
In all trials, the algorithm was able to successfully detect
the anomaly at the time of occurrence. The algorithm was
successful among all human experimenters and participants,
which presented variation in flight style, flight trajectories,
and flight experience. The nature of the training did have an
effect on the number of anomalous features found. The it-
eration trials captured an average of 8.6 anomalous features,
whereas the variation trials captured an average of 2 anoma-
lous features. We found that there was no correlation between
the number of anomalous features found and the number of
iterations within the iteration trials. We attribute this to the
fact that in all iterations of training, the contextual data was
the same, so the feasibility region defined by each iteration
was the same. We found that with more training iterations,
there was a smaller uncertainty for the rules of the normal
context. This is consistent with what we expected, since in
DST, more iterations provides more evidence supporting the
certainty of a rule occurring.

Our simulation ran for 100 time steps. The average time
step for an anomaly to be detected since the simulation start
time was 71.08 seconds, with a minimum time of 57 seconds,
and a maximum time of 88 seconds. In each case, the time
of detection was identical to the time that the anomaly oc-
curred. The amount of time that it took for the anomaly to
be detected was due to human factors. Since the learned con-
text was characterized by being unstable below 1000ft, the
anomaly could only occur when these events were happen-
ing with a 50% accuracy value, or higher. In all trials, the
human subject configured the aircraft to be fully unstable be-
fore crossing below the 1000 ft altitude mark, which means
that the anomaly generally occurred when the subject crossed
the altitude marker. There was no specific reason for the vari-
ation in this timing of this event. There was no correlation
between the time of the anomaly detection, and the number
of anomalous features found. We predicted that the longer it
took for the anomaly to be detected, the smaller the number
of anomalous features would be found, since there is more
time to build up the contextual representation for the learned
context. Our trials which were trained with a variation of
datasets, rendered a very small number of anomalous features
found (2 on average). The features found across all trials were
“FUEL WEIGHT LB” and “UPDATE COUNTER” (which
correspond to the weight of the fuel present in the aircraft,
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Figure 2: Normal and Anomalous Traffic Data Points

and the internal update counter kept by the simulator, respec-
tively). In this case, concluded that the varied training was
sufficient enough to narrow down the anomalous feature to
only the true cause of the anomaly.

6 Algorithm Scalability with Traffic Dataset
Next, we demonstrate our framework on a traffic dataset con-
taining a much larger number of data points. We chose to
use this dataset to show the upward scalability of the frame-
work, working in cases with a large number of data points.
Likewise, we validate the framework’s ability to generalize,
scaling down to a very simple representation of context.

6.1 Representations
We use the publicly available traffic data at
(https://github.com/numenta/NAB). The dataset contains
2380 data points with three fields per point (time, traffic
density, and speed). Each data point records the traffic
density within an observed frame of space, along with the
average speed of the cars passing through the space. Each
one of these points serves as a primitive data point.

We used a datafile containing 5 human labeled, distance
based anomalies as our test dataset (DwithAnomaly), and the
same dataset with the anomalies removed as our training
dataset (DwithoutAnomaly). In the preprocessing step, we
trained the system with theDwithoutAnomaly. The data points
were split up and used to populate the raw data representation
of 5 different contexts, each with a specified range of traffic
densities, defining a hard-coded upper and lower bound on
the density values (see Figure 2). These traffic density values
define the contextual attributes of a context. For each con-
text, there is also an upper and lower bound on speed, which
is found through training. These values define a feasibility re-
gion for the behavioral attributes of the context. For example,
for any data point that has a traffic density reading between 5
and 10, there is an upper bound of 80 mph and a lower bound
of 70 mph. These two values together define a feasibility re-
gion for the context.

6.2 Application Specific Instantiation
For every data point d processed in simulation, we extracted
the traffic density, TDd, and the speed, Sd. We use TDd

Figure 3: Percentage of Anomalies Found for Each Distribution

to determine which of the 5 contexts we are in. For ex-
ample, with a TDd value of 4.45, we would be in con-
text C(0,5], which contains all data points that have a traf-
fic density within the range (0, 5]. For this context, we have
TDd ⊂ φC(0,5]

and Sd ⊂ δC(0,5]
. We then use these points to

calculate our C∗conf O∗conf and P∗conf values. C∗conf was
calculated using one of three distribution functions (boolean
function, linear function, or normal distribution) based on the
range of speeds learned in training. P∗conf was calculated
using the DST values associated with the rules (in the same
manner as the aviation use case), and O∗conf was calculated
using a simple boolean function.

6.3 Results
The anomaly points occurred at time steps 1212, 2005, 2283,
2286, and 2290. We ran 3 trials with different distribution
functions for determining the confidence of being in a con-
text. Each trial contained 9 runs where we varied the thresh-
old value, stepping up from 0.1 to 0.9.

For all 3 trials, the number of detected anomaly points di-
minished as a function of growing the threshold value. This
reflects the algorithms ability to adjust based on how conser-
vative the use case is. For all 3 trials, a threshold value of 0.1
was able to capture all 5 anomalies, with a 0% false positive
rate. The drop off rate for the three different confidence value
distribution functions for the context varied, but for all three,
anomalies were not detected beyond a threshold value of 0.7.

7 Conclusions and Future Work
We created a framework with the goal of being able to detect
anomalies with a generalized central algorithm. In our avi-
ation application, we integrated our framework into a com-
plex, human-in-the-loop system running in real-time, where
the central algorithm was able to detect anomalies at the time
of occurrence in all trials. The detection was invariant across
variations in training data, iterations of training data, human
participant trials, and across time for anomaly occurrence. In
our traffic data application, our algorithm scaled to a larger
dataset, where is was able to capture all anomalies with a
0% false positive and false negative rate, at specific thresh-
old values. Varying the threshold values and distributions of
the context confidence showed that the the framework can ad-
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just to high or low sensitivity use cases, where the detection
of anomalies may need to be more or less liberal.

The main limitation of our framework is that the feasibil-
ity region heuristic for anomaly detection is limited. The
linear nature of this heuristic may not be sufficient for all
anomaly cases. Some anomalies may only be realized when
considering a multifaceted combination of factors [Sharma et
al., 2016]. These cases were not considered in our proof of
concept. In future work, we plan on using Dempster-Shafer
Theoretic intervals on all central elements in the framework,
in order to better generalize the method of generating con-
fidence values. We also plan to test the scalability of our
algorithm by using it in cases where contexts contain more
than two rules, and across more complex domains, which
may present more a complex representation of the central el-
ements.
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