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Abstract

We present a novel affective goal selection mech-
anism for decision-making in agents with limited
computational resources (e.g., such as robots oper-
ating under real-time constraints). We argue that
when deciding whether to undertake some action,
affective states can serve as subjective estimates of
the likelihood of that action succeeding. Given that
the affective states may reflect, in part, the recent
history of successes and failures for a given action
type, their roles in action selection can be viewed as
analogous to temporal probabilistic decision mod-
els such as Markov decision processes. We show
how “affect-influenced decision making” can pro-
vide low-cost mechanisms to break out of poten-
tially costly sequences of failed actions in the ab-
sence of either knowing or being able to compute
the actual utility of performing a particular action.

1 Introduction

Making decisions effectively under real-time real-world con-
straints, as it is often required for autonomous robots, for
example, is very hard. The reason for the difficulty lies in
the fact that optimal or rational decisions are often not feasi-
ble, either because the calculations are too time-consuming
or because the agent may not always have sufficient reli-
able knowledge. Specifically, rational choice requires the
calculation of expected utilities for each possible action and
the selection of the action with the highest expected util-
ity to the agent. Moreover, it requires the agent to have a
good-enough knowledge of the current world state and of the
world’s state transition model (i.e., how likely it is that actions
will end of up in the desired state). Humans seem to cope
with these complexities not so much using rational utility-
theoretic methods, but rather by using affective evaluations
of a situation, which can be performed by quick, low-cost
heuristics (that can be subsequently verified or corrected by
slower, more accurate cognitive processing, if there is enough
time).

In this paper, we demonstrate the use of “affective evalua-
tions” to address some difficulties facing strictly “rational”
methods of action selection under time, computation, and
knowledge constraints. Specifically, the utility of affect in

decision making is demonstrated for two classes of problems:
deciding whether to repeat a failed attempt to achieve a goal
and deciding between actions in the service of (possibly) un-
related goals. In each case, it is shown that an agent’s affec-
tive states can contribute to beneficial prioritization of actions
and goals.

Section 2 applies classical utility theory to decision mak-
ing, including the use of Markov decision processes to inte-
grate new information. In Section 3, we introduce the method
of affective goal management, which uses affective states to
aid in fast, accurate prioritization of goals. Finally, Section 4
presents some concluding remarks.

2 Probabilistic Decision Strategies

A perfectly rational agent with perfect information can make
optimal decisions by selecting the action with the maximum
utility. Because the agent knows the costs and benefits of each
alternative and the probabilities of each action succeeding, it
cannot be wrong about which is the most profitable choice.
In reality, however, costs and benefits are only approximately
known. More importantly, real-world constraints can make
it difficult to estimate accurately the probability of success.
These probabilities are, again, approximations, due to incom-
plete knowledge and chance, but they do allow the agent to
make more informed evaluations of the expected utility of its
alternatives based on its present knowledge.

2.1 Expected Utility Based Approaches

Given a binary choice point, a choice between undertaking
an action or not, it is rational to choose the action when it
has positive expected utility u. The probability of the ac-
tion succeeding is p, the benefit of succeeding is b, and the
cost of attempting the action is c¢. The success component
of expected utility is then p - (b — ¢), and the failure com-
ponent is (1 — p) - ¢. Hence, the action’s expected utility
u=p-(b—c)—(1—p)-c=pb—pc—c+pc=pb—ec
u can then be used to make the decision: should the action be
attempted? If w is positive, yes, otherwise, no.

Take, for example, a robotic agent that (as part of some
higher-level task) must move to some location L, but does
not know how to get to L from its current position. The robot
must decide whether to ask someone for directions. Receiv-
ing directions will provide a certain benefit to the agent (via
a reduction in the time it takes to reach L, or an increase in



the probability that the robot reaches L at all), but asking and
listening for the response incurs some cost (e.g., the energy
costs of asking and listening, or the time it takes). When the
benefit of obtaining directions b = 100, the cost of asking
for directions is ¢ = 5, and the prior probability of the per-
son responding with intelligible directions is p = 0.5, the
expected utility of a single attempt at asking for directions is
u = 0.5-100 — 5 = 45, so the robot should choose to ask.
The decision process can be extended to sequences of mul-
tiple attempts by calculating the expected utility of an n-
attempt sequence. Note that we are concerned here only with
sequences of events with 0 or 1 successful attempt, as there
is no benefit to making additional attempts once the action
succeeds (i.e., the agent continues until it succeeds or reaches
n attempts). When the agent succeeds after k cycles, the net
utility is b — kc—the agent receives the benefit and pays the
cost k times. The overall expected utility, then, includes the
sum of the net utility that would be realized by a success at
each attempt scaled by the probability of succeeding at that
attempt. For example, the contribution for the first attempt is
p - (b — ¢) (i.e., with probability p the agent succeeds on that
attempt receives the benefit and pays the cost once), the con-
tribution for the second attempt is (1 —p)-p- (b—2c¢) (i.e., the
process reaches the second attempt with probability (1 — p),
and with probability p succeeds in that attempt, receiving the
benefit having paid the cost of attempting twice). Addition-
ally, we must include the expected cost of failing on all n
attempts (e.g., for the two attempt case, this is (1 — p)? - 2c,
or the probability of failing twice times the cost of two at-
tempts). In general, the expected utility u for n attempts is:

n
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Thus, the probability of succeeding within the n attempts is
the sum of the probabilities of succeeding at each attempt,
whereas the net reward for succeeding is the benefit less the
cost of the attempts, and the agent pays the cost of n attempts
without any benefit with a probability that it fails in each at-
tempt.

Returning to the robotic example, if the prior probability
of someone responding intelligibly were p = 0.5, while b
remains 100 and c remains 5, the expected utility of asking
up to 20 times is ugp = >ro, 0.551 . 0.5 - (100 — 5k) —
0.529. 100 = 89.9999. u is positive (because it is very likely
that the agent will succeed within the n = 20 attempts), so
the rational agent will commit to asking up to 20 times.

2.2 Markov Decision Processes

In cases where the agent can retry an action after a failed
attempt, calculating the expected utility of n attempts pro-
vides a more accurate evaluation of the alternative actions
than repeatedly calculating the expected utility of a single
attempt, as shown above. The evaluation can be improved
even more for a broad class of tasks, in which information
regarding previous failures can be used to improve the accu-
racy of the probabilities used in the calculation. Specifically,
the sequence of attempts can be analyzed as a Markov chain
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Figure 1: The probabilities of succeeding at attempt & and of
reaching attempt & for the robot example.

in which previous outcomes influence the current assessment
of the probability of success. For example, if the agent is
asking for directions, the failure of the previous attempt can
be taken as evidence that some other factor, such as ambient
noise in the room or poor enunciation by the speaker, is work-
ing to reduce the probability of success. Using the conditional
probability of succeeding given the result of the previous at-
tempt (i.e., for a first-order Markov chain), we can calculate
an updated probability distribution for success on the current
attempt as follows:!

P(Si|ars) = P(ai|S)) - Y P(Silsi-1) - Plsi-1lare-1) ()

St—1

where S, is the state at iteration ¢, a; the new evidence (action
outcome) for iteration ¢, and a1.; the evidence from iterations
1 through ¢. This probability distribution can be used as part
of a partially observable Markov decision process (POMDP)
for reasoning about actions and goals [Kaelbling et al., 1998].

Assume for the robotic example that the probability that
the speaker says something intelligible given that the previ-
ous utterance was intelligible is 0.7, and given that the pre-
vious utterance was unintelligible is 0.45. Also, the prob-
ability that the speech detector will return a valid parse
given an intelligible utterance is 0.75, and given an un-
intelligible utterance is 0.2. Then the values for p; be-
gin with the prior probability 0.5 and become progres-
sively worse before converging by the eleventh attempt:
0.5, 0.243129, 0.183152, 0.171684, 0.16958, 0.169197,
0.169127, 0.169114, 0.169112, 0.169111, 0.169112. Again,
pi. decreases because for each attempt, the previous attempt
failed; otherwise the agent stops trying. Figure 1 compares
the probabilities of success for each attempt and the probabil-
ities of reaching each attempt for this particular example.

The probability of success for each iteration py then re-
places p in the utility calculation:

"Note that the basic utility calculation described above can be
viewed as a zero-order Markov chain.
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Because pj changes with each attempt, the probability of
k — 1 failures must be calculated using, not the current py, but
the values for each prior attempt. However, it is not necessary
to recalculate all previous py, as the expected utility calcula-
tion can be performed recursively. In the robot example, the
POMDP calculates a somewhat decreased usg = 80.5658.
It is unsurprising that the two methods yield similar results,
given the high probability of success within 20 attempts and
the relatively small cost. If c is increased to 45, the outcome
is different: ugg = 7.5 using the standard utility calculation,
whereas ugg = —5.34354 for the POMDP. The agent’s deci-
sion will depend in this case on which method is used.

2.3 Repeated Attempts

The POMDP described above is effective at taking into ac-
count the information encoded in failed attempts, however,
computing the expected utility of a potentially long sequence
of attempts may be too expensive for real-time applications.
Even if expense were not an issue, neither of the probabilis-
tic strategies says anything about how many attempts should
be made, only the expected utility of n attempts (where the
single-attempt instance is a special case for which n = 1).

It turns out not to be worthwhile to use the expected util-
ity calculations to pinpoint the optimal number of attempts
(i.e., by calculating u forn = 1,2, 3, ..., and choosing the
n with the highest u), because u (as calculated by 1 and 3)
is monotonically increasing or decreasing, depending on the
values of p, b, and c. This is easiest to see when calculating
basic expected utility. The expected utilities of an n itera-
tion sequence and an n + 1 iteration sequence are identical
through the nth iteration. The difference comes after that,
where the n-sequence has to subtract the expected utility of
paying the cost n times ((1 —p)™ - nc), and the n+ 1-sequence
adds the expected utility of success on the n + 1st iteration
((I1—p)™-p(b—(n+1)c)) and subtracts the expected utility of
paying the cost n + 1 times ((1 — p)"*1 - (n+ 1)c). Hence, if
—(1=p)"nc < (1=p)"-p(b—(n+1)c)—(1-p)" " (n+1)c,
the expected utility will continue to increase as n increases:

b= (n+De) = (1= p) " (n+ 1)e
—nc < p(b— (n+1)c) — (1 —p)(n+ 1)c
—nc < pb — pnc — pc — nc — ¢+ pnec + pc

0 < pb—c

-1-p)" ne<(1-p)"

So, as long as pb > c, the expected utility is monotonically
increasing, and when pb < ¢, the expected utility is mono-
tonically decreasing. When pb = ¢, u is constant at 0 for any
value of n—the “break-even” configuration, where the costs
are exactly offset by the benefits. In the robot example, this
is the case when ¢ = 50, and even a slight perturbation up
or down leads to increasingly positive or negative u as n in-
creases.2 Hence, because the decision is determined by the

*Practically speaking, the values of u converge as the computer
precision limits are approached.

sign of the expected utility, a choice based on the calculation
of u,, will be the same for any n > 1. By itself, the expected
utility calculation can recommend only two courses of action:
make no attempts, or continue making attempts until success,
regardless of how large n gets.

The behavior of the Markov process is somewhat compli-
cated by the changing value of p; in the probabilistic ver-
sion, the break-even configuration represents a strict border
between increasing and decreasing utility. There is no cor-
responding break-even configuration for the POMDP. Like
the basic utility calculation, there are large regions of mono-
tonically increasing and decreasing expected utility, but sep-
arating them is a narrow region in which expected utility
initially rises somewhat before beginning its monotonic de-
crease. This is due to the initial optimistic value of py. After
a few failed attempts, py is reduced to such a degree that the
costs begin to dominate. Hence, POMDPs do not reliably
provide results that differ from evaluating the expected util-
ity of a single attempt; in most cases the result will be either
zero or unlimited attempts, but there is a small (and difficult
to predict) region in which a limited, non-zero value for n
would result.

Because neither probabilistic approach distinguishes be-
tween attempt sequences of differing length, neither is ca-
pable of determining a limit on the number of attempts to
make. One approach to ending attempt sequences is an im-
posed limit that reflects the maximum cost the agent is will-
ing to spend to obtain the benefit. In some cases, for example,
strict time constraints exist, providing a practical limit on n.
Alternatively, an artificial constraint, such as not continuing
after the total costs exceed the benefits (nc > b), could pro-
vide a practical limit. However, such limits (being artificial)
serve as upper bounds on the number of attempts the agent
should make; it is likely that in some cases, the agent would
maximize utility by stopping earlier.

2.4 Discussion

The probabilistic decision strategies outlined here can, in
some circumstances, lead to good choices. However, be-
cause of the practical constraints imposed on agents, it may
not be feasible to use such approaches. Without knowledge
of the probabilities of success associated with each poten-
tial alternative, it is not possible to calculate expected util-
ity. Moreover, constraints on computation and time can make
extended calculations too costly for the agent. Humans are
very good at making fast decisions under these constraints,
using affect to help prioritize goals based on so-called “gut
feelings” about which one is best (e.g., [Sloman et al., 2005;
Clore et al., 2001; Kahneman et al., 1997]. We propose a de-
cision strategy that uses affect to address these challenges for
fast, adaptive decision making.

3 Affective Goal Management

In this section, we contrast an affective goal management
strategy with the previously-described probabilistic strate-
gies for dealing with repeated attempts and examine affect’s
role in goal prioritization for two additional related scenar-
ios: choosing between multiple alternatives and evaluating
the utility of actions that may satisfy multiple goals.



3.1 Affective Decision Making

The affective goal manager (AGM) uses a simple history for
successes and failures of atomic or basic actions, which ef-
fectively provides a subjective assessments of the success of
actions based on recent experience-we construe these sim-
ple evaluations as primitive “affective states”. These affective
states are updated based on the performance of system com-
ponents, giving the same advantage as the Markov process:
as additional information is acquired, estimates of the likeli-
hood of failure and success are adjusted. In fact, we claim
that the AGM implements an approximation of a POMDP, al-
beit one that does not require knowledge beforehand of any
conditional probabilities.

The AGM employs a fast, online decision-making process,
avoiding potentially costly expected utility calculations for
long sequences of iterations. The decision mechanism does
not take the expected value of future attempts into account,
instead choosing for the current iteration whether to attempt
the action. This, combined with the use of affective states
as constantly updated subjective estimates of success, allows
the AGM to limit the number of attempts the agent will make
based on its recent experience, an approach preferable to im-
posing artificial limits.

The agent’s overall affective state is represented by two
state variables, one which records positive affect (Ap), and
the other of which records negative affect (Ay) [Sloman et
al., 2005]. Ap and Ay are reals in the interval [0, 1] that are
influenced by the performance of the agent’s various subsys-
tems (e.g., speech recognition). When a subsystem records
a success, it increases the level of positive affect, and when
it fails, it increases the level of negative affect. Specifically,
success increases Ap by AAp = (1 — Ap) - trig (failure
updates Ay analogously). This update function ensures that
Ap remains in the interval [0,1]. Both affective states are
also subject to regular decay, bringing their activations in the
absence of triggering events back to their rest values (i.e., 0):
AAp = Ap - dec [Scheutz, 2001].

All else being equal (i.e., with both affect states starting
at rest and no affect triggers from other sources), the value
of trig determines how many failed attempts the agent will
make of an action before giving up. With greater trig, the
value of A rises faster, leading the agent to reduce its sub-
jective assessment of the expected benefit (i.e., to become
“pessimistic” that the benefit will be realized).

The AGM makes online choices based on the expected util-
ity of a single attempt, similar to the basic expected utility
calculation above. However, as noted, accurate probabilities
may not be available to the agent. For this reason, the affect
states Ap and A are used to generate an “affective estimate”
of the likelihood of success: a = (1+ A% — A%;).3 This value
is then used in the calculation of the expected utility of an ac-
tion:u=a-b—c.

The effect of positive and negative affect is to modify the
benefit the agent expects to receive from attempting the ac-
tion. When both Ap and Ay are neutral (i.e., Ap = Ay =

3Ap and Ay are squared to amplify the difference between the
two, which amplifies the effect of the dominant state on the agent’s
decision process. Also, if p is available, then a = (p + A% — A%).
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Figure 2: The expected utilities calculated at each attempt by
the AGM for various values of trig.

0), the decision is based solely on a comparison of the benefit
and the cost. However, given a history of actions, the agent
may view the benefit more optimistically (if Ap > Ay) or
pessimistically (if Ap < Ay), potentially leading it to make
decisions that differ from the purely rational algorithm.

3.2 Repeated Attempts

Figure 2 depicts for the robot example the effect of various
triggers: one that is too optimistic, continuing into the fore-
seeable future; one that is too pessimistic, stopping fairly
early; and one that is more reasonable, stopping at about the
point where the costs will outweigh the benefits. This sug-
gests that the value of ¢rig could be defined as a function
of b and c to improve the likelihood that Ay will rise quickly
enough to end the series of attempts before costs exceed bene-
fits. The agent could employ negative reinforcement learning
to determine the value of trig for individual actions.

While the activation of each affective state is subject to de-
cay, the rate of decay is slow enough that they can serve as af-
fective memory, carrying the subjective estimates of the likeli-
hood of success and failure ahead for a period after the events
that modified the states. Returning again to the robot exam-
ple, after a series of failures leading to the agent deciding not
to attempt to ask directions again, the activation of A begins
to decay. If, after some period of time, the agent is again faced
with the choice of whether to ask for directions, any remain-
ing activation of Ay will reduce the likelihood that it will
choose to do so. In this way, the agent “remembers” that it has
failed recently, and pessimistically “believes” that its chances
of failing again are relatively high (e.g., because it has likely
not left the noisy room it was in). Figure 3 shows the expected
utility of asking for directions calculated by an agent 25 cy-
cles after a series of failed attempts (e.g., Figure 2). For suf-
ficiently high values of trig, the calculated utilities drop off
faster than before, and the agent decides sooner that it is not
worth continuing to ask. When ¢rig is very low, however, the
expected utility actually rises as the number of failures (and,
hence, the value of Ap) increases. This is due to an asym-
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Figure 3: The expected utilities calculated at each attempt by
the AGM for various values of trig, after an extended series
of failures and 25 cycles of decay.
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Figure 4: The expected utilities calculated for attempt by the
AGM and the POMDP for two alternatives.

metry in the application of the trigger and the decay. Because
AN must be constrained by its upper bound (1), the magni-
tude of the trigger increment ((1 — Ay) - trig) decreases and
the magnitude of the decay decrement (A - dec) increases as
A increases; with sufficiently high Ay, even though trig is
5 times dec in Figure 3, the decay dominates. The net effect
is a reduction in negative affect, hence an increase in the esti-
mate of success and a rise in expected utility. This highlights
the importance of selecting an appropriate value for trig.

3.3 Two Alternatives

To this point, the examples and discussion have been limited
mostly to choices between attempting some action or doing
nothing. However, these methods can also be used to choose
between alternative actions: the agent simply calculates the
expected utility of each alternative and selects the one with
the highest u. Figure 4 compares the behavior of the POMDP

and the AGM on a selection between two alternatives. The
first alternative is the one used above, in which b = 100 and
¢ = 5. In the second alternative, b = 150 and ¢ = 15. For the
POMDP, the probabilities for both alternatives are also the
same as above (i.e., the prior probability is 0.5, etc.), and the
AGM has trig = 0.25.

The AGM lines in Figure 4 represent the expected utilities
computed at each iteration, which would then be used to de-
cide upon an action. The Markov lines represent the expected
utility computed before the first iteration by the POMDP for
n = 1 to 20. Regardless of how many iterations the POMDP
considers, the second alternative will be the one chosen. Also,
the Markov process has no way of determining value of n it
should use to compute u. Of course, one could relax the con-
straints placed on the POMDP method described here, and
potentially improve the decision-making process. For exam-
ple, rather than requiring the process to choose one alterna-
tive at the start and stick with it, an optimal decision mak-
ing process would examine every possible combination of the
two alternatives to come up with the sequence of attempts
that yields the greatest expected utility overall. Evaluating
each possible sequence, however, requires exponential effort,
which is often practically impossible.

Another alternative that approximates the optimal strategy,
but at a substantially lower cost, is to allow the decision maker
to decide after each turn. The AGM also will initially select
the second alternative. However, by the tenth iteration the
AGM will change to the first alternative (if it is still avail-
able). By that point, the second alternative would only have
gone on for another three iterations before yielding a neg-
ative expected utility, whereas the first alternative has nine
iterations remaining. This is a substantial advantage of not
committing early: the online, single-attempt decision model
makes informed, non-arbitrary assessments of when it is best
to stop trying an action, allowing it to change course mid-
stream when a better alternative exists. The AGM’s low-
cost probability approximation is an efficient mechanism for
evaluating expected utility even in the absence of conditional
probabilities.

4 Conclusion

Making beneficial decisions in the face of limited resources
and constraints on time and knowledge can be very challeng-
ing. Classical decision-theoretic methods of action and goal
selection can make good decisions, however, there may be
cases in which the computational overhead of calculating the
expected utility of attempting to satisfy a goal is too high.
Moreover, although it was shown that the basic expected
utility calculation (always) and the POMDP (normally) both
quickly settle on a single choice (suggesting that it is un-
necessary to make the calculation for long sequences), they
will not perform well in the absence of accurate probabil-
ity estimates. The affective goal manager introduced here is
a low-cost mechanism for decision-making that does not re-
quire information about the prior or conditional probabilities
of success. The agent’s affective states reflect its recent his-
tory of success and failure, and can, therefore, influence sub-
jective estimates of the likely outcomes of alternative actions.



When deciding whether to attempt a single action, the AGM
is able to take its history of failures into account, allowing it
to terminate detrimental series of attempts. Similarly, when
choosing between two alternatives, the online AGM can rec-
ognize after a sequence of failed attempts of the first alterna-
tive that it would be beneficial to change to the second alterna-
tive. Given its low cost, flexibility, and capability, the AGM
has been shown to be an effective decision mechanism un-
der time, computation, and knowledge constraints. A robotic
architecture for human-robot interaction that implements the
AGM is under development in our lab, and has been used suc-
cessfully in experiments with human subjects [Scheutz er al.,
2006].
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