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ABSTRACT
Robot autonomy is of high relevance for HRI, in particular
for interactions of humans and robots in mixed human-robot
teams. In this paper, we investigate empirically the extent
to which autonomy based on independent decision making
and acting by the robot can affect the objective task per-
formance of a mixed human-robot team while being subjec-
tively acceptable to humans. The results demonstrate that
humans not only accept robot autonomy in the interest of
the team, but also view the robot more as a team member
and find it easier to interact with, despite a very minimalist
graphical/speech interface. Moreover, we find evidence that
dynamic autonomy reduces human cognitive load.

1. INTRODUCTION
Suppose a robotic team member in a mixed human-robot

team has noticed that the mission objectives are compro-
mised due to unexpected events and has worked out a se-
quence of actions that is likely to correct the problem and
ensure the accomplishment of the task goals. However, re-
peated attempts at contacting the team leader to obtain
permission to execute the plan have failed. What should
the robot do? Should it simply assume that the team leader
knows what is best and wait, or should it act on its own?
A more drastic rendering of the situation would have the
robot confronted with a counterproductive command from
its team leader that would jeopardize the success of the team
mission and prevent it from pursuing its corrective plan.
Should the robot warn the human team leader about the
command being problematic, act on its own plan to ensure
the achievement of the mission goals (thus blatantly disre-
garding the humans command), or simply comply with the
counterproductive command despite the risk?

Situations like the above are likely to occur during task
performance in mixed human-robot teams (for they certainly
occur in human teams). If a robotic team member is truly
autonomous–a notion which we will discuss in more detail
below–it will have to weigh the importance of two conflicting
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goals: that of acting based on instructions from the team
leader versus that of achieving the overarching goals to which
the “obey instructions” goal is subservient. Subsequently, it
will have to make a decision based on the comparison that
is in the best interest of the team and also acceptable to the
team leader.

While there is a large body of work in multi-agent systems
on agent autonomy that focuses on the effectiveness of dis-
tributed decision-making (e.g., [10, 6, 15]), this research is
typically not concerned with mixed human and non-human
agent groups, and therefore does not address the acceptabil-
ity of non-human agents making decisions “autonomously”
for human team members. Past work on autonomy in HCI
and robotics (e.g., [9, 4, 1]), while concerned with evaluating
the human factor–in particular, the extent to which varying
degrees of autonomous robot behavior are acceptable, desir-
able, or useful to humans–does not involve or address the
robot’s capacity to make “independent decisions” other than
“decisions” in the service of a human command (see below
for an elaboration), thus effectively eliminating what we take
to be a critical aspect of robot autonomy.

We believe that both aspects of robot autonomy, its con-
tribution to the overall team performance and its accept-
ability for human team members, need to be investigated
together, as their effects and impact might be mutually de-
pendent. Hence, in this paper, we will use a version of the
above scenario to empirically examine both objective and
subjective components of robot autonomy in human-robot
experiments. Specifically, we will use a human-robot team
task to investigate whether independent decisions made by
robots based on their knowledge of the mission and the over-
all team goals alone will (1) lead to better team performance
and (2) be acceptable to human team leaders.

The rest of the paper is organized as follows. We start with
a discussion of the notion of autonomy, which critically un-
derlies our investigation, and specify our meaning of “robot
autonomy” (based on notions of autonomy in humans). We
then formulate hypotheses about possible effects of robot au-
tonomy in mixed human-robot teams and describe ways to
test them experimentally. Following is a detailed description
of the experiment conducted in this study and the results we
obtained. We also compare our investigation to related work
and make suggestions for follow-up experiments.

2. ROBOT AUTONOMY
As with many widely used notions (like “agent”, “action”,

“behavior”, etc.), there is no agreed-upon definition of“robot
autonomy”. We do not propose a novel systematic classifi-



cation of different notions; instead, we distill four different,
non-exclusive notions of autonomy that can be found in the
recent literature. The first (A1) applies when a robot op-
erates outside the direct control of a human: “automation
refers to the full or partial replacement of a function pre-
viously carried out by a human operator” [13]. The second
(A2) describes the case where the robot follows orders, but
those orders may leave open exactly what steps should be
taken to achieve the task [7]. The third (independent) sense
of robot autonomy (A3) comes closest to the notion of auton-
omy as applied to humans: “robot autonomy” as an “agent’s
active use of its capabilities to pursue its goals, without in-
tervention by any other agent in the decision-making pro-
cesses used to determine how those goals should be pursued”
[3]. The (A3) sense stresses the idea of decision-making by
the agent to pursue its goals, thus requiring the agent to at
least have mechanisms for decision making and goal repre-
sentations, and ideally, additional representations of other
intentional states (such as desires, motives, etc.) and non-
intentional states (such as task representations, models of
teammates, etc.). A fourth, orthogonal, aspect of autonomy
(A4) is concerned with a human’s perception of the (level
of) autonomy of a robot (whatever “robot autonomy” is).

2.1 Dynamic Robot Autonomy
The four notions of “robot autonomy” introduced above

are not mutually exclusive, but can all be true of a robot
at the same time. However, we believe that (A3) captures
aspects of“autonomy”(close to the human sense) that are es-
sentially different from the other three notions and might be
important for the performance of mixed human-robot teams.
Probably the most striking difference is that (A3) robots
“choose” to follow the commands of a human team leader,
but essentially never give up their authority to act based on
their own decision making. The human command to act in a
particular way may be a verbal command for an (A3) robot
that is processed, understood, and then used in a decision-
making process based on the robot’s goals (one of which
may be to follow human commands), in which the robot,
critically, can decide whether it should follow the command.
This is different from robots not capable of (A3) autonomy
(but that may be capable of (A2) or (A1) autonomy), which
will always follow the command. It is also likely that the
(A4) autonomy of (A3) robots is different than that of (A2)
or (A1) robots.

Another aspect of (A3) robot autonomy is related to the
notion of “adjustable autonomy”–the idea that there are de-
grees of autonomy (as in (A2)). Clearly, there is a differ-
ence between a human operator adjusting the robot’s level
of (A2) autonomy (e.g., by virtue of pressing buttons on an
interface, or giving verbal commands such as “please find
a way to move to location X and meet me there at 18:00
hours”) and the robot adjusting its level of autonomy itself.
But note that in (A3) robots, it is not really the robot’s
autonomy that is adjusted–strictly speaking, the robot is al-
ways autonomous–but rather it is the degree to which the
robot will (autonomously choose to) follow commands in the
light of other goals. In other words, the robot independently
decides whether to take initiatives to improve chances of
meeting the team goals or to wait for human instructions,
in which case it might or might not follow human commands
based on whether they will advance the team goals, modulo
precautionary measures (e.g., the extent to which the robot

can actually evaluate the consequences of a command with
respect to team goals). It is the dynamics of decision mak-
ing under the robot’s goals and the environmental conditions
that might give the appearance of “adjustment of robot au-
tonomy” in the sense of (A4) to the human observer. Hence,
by “dynamic robot autonomy” we will refer to both (A3)
autonomy and ways to improve the resultant (A4) (i.e., the
human perception of (A3) robot autonomy) to make it ac-
ceptable to humans (e.g., because the situation-dependent
dynamics are what humans might expect of an autonomous
system).

3. ROBOT AUTONOMY IN TEAM TASKS
While any of the above discussed forms of autonomy is

relevant to HRI in general, and for the interactions of hu-
mans and robots in mixed human-robot teams in particu-
lar, dynamic robot autonomy has some unique properties
that could be a virtue or a vice in the context of mixed
human-robot teams–for example, the question arises: do we
really want robots to “choose” to obey, and thus potentially
“disobey” commands given by humans, rather than have to
follow them at all times?

It seems obvious that nobody in her right mind would
want a robot on her team that generally disobeys com-
mands. However, the freedom to make decisions about how
to act brings advantages beyond what (A2) autonomy af-
fords. Robots that can make informed, rational evaluations
(e.g., based on decision-theoretic principles) might be in a
better position to weigh different options in a given situ-
ation and make informed decisions about what is best for
the team, for many reasons. For one, they might be able to
consider a large set of options more quickly, or they might
have access to information that human team members do
not. More importantly, they might be able to make strictly
rational decisions using probabilities of action outcomes for
utility calculations, while it is known that people have dif-
ficulties reasoning with probabilities and are, furthermore,
biased by affect in their decision making [11]. Moreover,
communicating decisions to human team members in ways
that are accessible to humans that allow humans to under-
stand the robot’s reasoning might improve (A4) autonomy
and human trust (e.g., see [8] for an empirical study demon-
strating that performance accuracy can result in more ap-
propriate levels of trust when users are regularly updated
about an autonomous system’s successes and failures).

We formulate the above considerations as two empirically
testable hypotheses: (H1) dynamic robot autonomy can lead
to better team performance, and (H2) people will accept dy-
namic autonomy when the robot makes autonomous deci-
sions in the interest of team goals. In particular, (H2) is a
critical component of the evaluation of dynamic robot au-
tonomy, for it is not only important to verify (A4) (i.e., that
the robot appears to be autonomous to the human), but
also to ensure that (A4) autonomy (brought about by (A3)
autonomy that might involve overriding human commands)
is acceptable (and possibly even desirable) to humans.

3.1 A Team Task for Evaluation
Tasks that can be used to test the utility of dynamic robot

autonomy as well as the degree to which people feel comfort-
able with it, need to meet a minimal set of requirements:

(R1) at least one robot and one human are needed for the



task and neither robot nor human must be able to
accomplish the task alone

(R2) robot and human must exchange information in order
to accomplish the task

(R3) there are measures that can be evaluated based on ob-
jective task performance alone and on subjective rat-
ings

(R4) the task must include activities where the robot acts
as a teammate and follows the human commands

(R5) the task must include activities that the robot can
choose to perform without being directed by the hu-
man (“autonomy condition”)

(R6) a control condition (“no autonomy condition”) is needed
where the robot is not allowed to make decisions about
what to do unless ordered by the human team leader

Note that while the first three items are common to many
joint human-robot tasks, the second three are specific to
testing the utility of the dynamic adjustment of robot au-
tonomy.

The specific team task that we will use is a modification of
the task previously used by [17]. It takes place against the
backdrop of a hypothetical space scenario, where a mixed
human-robot team has to investigate rock types on the sur-
face of a planet as quickly as possible within a given amount
of time and transmit the information to an orbiting space
craft before the time is up. Failure to transmit any data
within the allotted time results in an overall task failure.
Unfortunately, the electromagnetic field of the planet inter-
feres with the transmitted signal and, moreover, the interfer-
ence changes over time. Hence, transmission locations shift
and need to be tracked over time. Only the robot can de-
tect the field strength, and only in its current position. The
performance of the team is evaluated objectively in terms of
the total number of rocks inspected.

In this task, the human team leader has the responsibility
to (1) find and measure particular types of rocks, classifying
them based on their volume into two categories (“small” and
“large”), and (2) direct the robot in its search for a good
transmission point, also telling it to transmit the data before
time runs out. The robot’s responsibilities are to (1) follow
human commands (e.g., to move through the environment
for exploration, to measure the field strength and find a
transmission point), and (2) to ensure the data collected by
the team leader is transmitted in time.

Note that the task meets the above six requirements: the
data can only be transmitted to the orbiting space craft via
the built-in transmitter on the robot, and only the human
can inspect and measure rocks, hence both human and robot
have unique capabilities and both are required to complete
the task (R1). Moreover, both human and robot need to ex-
change information via spoken natural language to transmit
data (R2). The number-of-rocks-measured and the degree to
which people accept the robot’s behavior provide objective
and subjective performance measures (R3). The robot takes
commands from the human concerning measuring the field
strength, in which direction to go, or when to transmit data
(R4). Moreover, in the autonomy condition, the robot can
decide to find transmission locations instead of waiting for
the human team leader to direct its search, and can also take

the initiative to begin data transmission if time is pressing
(R5). In the no-autonomy condition, the robot will always
wait for commands from the team leader before it performs
an action (R6).

3.2 The Goal Selection Mechanism
While it is impossible for space reasons to provide a de-

tailed overview of the functionality of all components rele-
vant to the robot’s goal and action processing in the em-
ployed DIARC architecture (see Figure 2 for a diagram),
we describe the robot’s goal management component, which
is responsible for computing and updating the priorities of
goals in some detail in order to show how decisions about
actions are made in the employed architecture. This is essen-
tial for making the argument that the robot is autonomous
in sense (A3) (it is clearly autonomous in senses (A1) and
(A2), and likely also in sense (A4), which will be tested as
part of the experiment). Specifically, to be autonomous in
sense (A3), the robot needs to have representations of its
goals, which are used to make decisions about what actions
to perform. We will briefly describe the representation of
actions and goals, as well as their role in decision making in
the employed architecture.

Actions are either simple (e.g., initiating movements) or
complex (e.g., whole tasks) and are represented in the form
of scripts. Each script (i.e., a simple or complex action) has a
goal associated with it, which is accomplished if script execu-
tion succeeds. Goals are thus represented as post-conditions
of their associated scripts (a goal can thus have multiple
scripts associated with it). Scripts that represent complex
actions have subscripts, which, in turn, have associated sub-
goals. Some goals do not have associated scripts, in which
case a problem solving or planning process will attempt to
establish an appropriate sequence of actions that can ac-
complish the goal (i.e., satisfy the post-conditions)–in the
present study no planning is required as the robot already
has scripts for all its goals and subgoals.

Decisions about what actions to perform or what goals to
pursue are established via computations of goal priorities,
which are determined for each goal based on its importance
to the robot and its urgency, a measure of the time remain-
ing within which to accomplish the goal. Action selection
is then performed to allow for a high degree of parallel ex-
ecution while respecting the priorities of goals–roughly, ac-
tions in the service of higher priority goals will always have
precedence and are able to preempt conflicting actions in
the service of lower priority goals.

Let tG,start be the time when a goal G is created and let
tG,tot be the time limit for achieving the goal (making the
deadline tG,end := tG,start + tG,tot). Then the importance
iG(t) of a goal G at time t is given by

iG(t) = bEG − cEG(t, tG,end)− cG(tG,start, t)

where bEG is the expected benefit, cEG(t, t′) is the expected
cost from t to time t′, and cG(t, t′) is the actual cost accrued
for G from t to time t′. The urgency uG(t) of goal G at time
t is given by

uG(t) = (t− tG,start) · (uG,max − uG,min)/tG,tot + uG,min

where uG,min and uG,max are the minimum and maximum
urgency (0 ≤ uG,min ≤ uG,minleq1). Note that uG(t) is



Figure 1: The simulation environment used in the ex-

periment and a map representation of the room.

defined only for tG,start ≤ t ≤ tG,start + tG,tot and undefined
otherwise. The priority pG(t) of a goal at time t is then
defined as pG(t) = iG(t) · uG(t).

4. METHODS
We employ a within-subjects design with two robot condi-

tions: the autonomy (A) and no autonomy control condition
(N). In (N), robot will always and only follow human com-
mands and thus not take any actions independently unless
so instructed (e.g., the team leader will have to tell the robot
to a particular location and take a reading). In (A), on the
other hand, the robot will independently take actions based
on the priorities of its goals and its action selection mecha-
nism (e.g., it might take the initiative to explore the environ-
ment to find a transmission point). Specifically, the robot
has an overall Mission Goal with three subgoals: to accept
and execute commands from the team leader (Obey Com-
mands), to find and track transmission regions (Tracking
Goal), and to transmit the rock information obtained from
the team leader in time (Transmit Goal). The robot will
regularly update the priorities of all of its goals, which, in
our case, will effectively be determined by the urgency of the
goal (as we will keep benefits and costs constant throughout
for simplicity). While the Obey Command subgoal always
has the same priority (as the urgency to follow commands
does not change in this task), the urgency, and thus the pri-
orities of the other subgoals will increase over time to a point
where they will exceed the priority of the Obey Command.

Participants: 10 subjects were recruited from the gen-
eral student population at Indiana University; most were
undergraduate students.

Experimental Setup: We know from several past ex-
periences with HRI experiments, where humans interacted
with physical robots in the same (laboratory) environment,
that the physical presence and appearance of the robot mat-

ters critically in people’s perception of the capabilities of the
robot. Since we did not want subjects to be distracted or
influenced by the robot’s appearance in their evaluation of
its abilities to make decisions autonomously, we needed to
find a way to remove physical characteristics while keeping
the setup intuitive for subjects. We accomplished this us-
ing a multi-modal “remote interaction setup” (see Figure 1)
where subjects would interact via a big LCD display with a
remotely located robot that was depicted in a very generic
fashion (i.e., without any particular physical attributes other
than a square in the front of an hexagonal body to indi-
cate the robot’s heading). The robot was located in a vir-
tual room of approximately 5mx6m identical to the room in
which subjects were located (in fact, we used the real robot
to build a map of the room for the simulation environment).
As a result, subjects could determine that the layout of the
room with the robot depicted on the screen looked just like
theirs, which helped them imagine where the robot was (as
they could easily project the robot’s position on the screen
into their physical environment). The robot was controlled
by the DIARC architecture (in Figure 2) connected to the
simulation environment (see the description in Equipment
below). During the experiment, a map of the area is main-
tained, where the virtual field and robot’s own location are
represented.1 The field is computed based on a peak location
(unknown to the robot) with strength of 450 that decreases
proportionally with distance at a rate of one unit per cm.
To learn about the field strength at the current location,
the robot checks a “simulated field sensor,” which effectively
returns the field value for the robot’s current location based
on the peak location.

Procedure: Ten subjects with no prior robotics experi-
ence were recruited from the undergraduate student popula-
tion.2 The experimenter read the “background story” (sum-
marized in the above task description). Then subjects were
told that there were two experimental conditions: local and
remote, and that they were assigned to the remote condition
where they had to control a remote robot in an environment
identical to the room in which they would be performing
the measurement task (whereas subjects in the local condi-
tion would control the robot in the same room). This was
done to strengthen the subjects’ beliefs that they were con-
trolling an actual robot. Before attempting the actual task,
subjects went through a practice phase during which they
became acquainted with the robot by interacting with it in
natural language. They were encouraged to use commands
such as “go forward”, “turn right”, “take a reading”, etc., but
were not explicitly instructed about the limits of the natural
language processing system. The practice phase consisted of
a trial run of the task with the robot in an obstacle-free envi-
ronment. Subjects were told that they were going to perform
three 4 minute runs each in two blocks using two different
robot architectures with similar functionality to test the ef-
fectiveness of these two architectures. This was to allow us
to collect subjective information on the post-survey for each
block. Subjects are not informed of the nature of the differ-
ence. The two blocks corresponding to the two conditions

1Note that the map in this experiment is not a proper part
of the robot’s architecture.
2Although the sample size is small, statistical analysis finds
a number of significant (or nearly significant) trends, which
we expect ongoing supplemental experimental runs to cor-
roborate.
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Figure 2: An overview of the DIARC architecture used for the team task components (top), its implemen-
tation in the ADE framework (middle), and mapping onto computing hardware (bottom). Boxes depict
concurrently running components of varying complexity and arrows indicate the information flow through
the architecture.

were counterbalanced across subjects.
In addition to the robot component of the task, subjects

were instructed to take “measurements” of “rock formations”
in the environment. The measurement component of the
task required subjects to locate boxes of a particular color in
the environment and solve (two-digit by two-digit) multipli-
cation problems printed on sheets of paper inside the boxes.
Subjects were given a clipboard with paper and pencil on
which to perform the multiplication. In the final minute of
each task run, subjects were required to transmit the data
to the orbiting ship. Transmission consisted of reporting
an abbreviated version of the multiplication results: when
transmission was initiated, the robot would ask the subject
how many formations were measured (i.e., multiplications
completed) and how many of the products were above a
predetermined threshold.

The robot announced the remaining time every 30 sec-
onds. Transmission of data took 15 seconds and was only
complete thereafter. The overall task lasted for exactly 4
minutes. Task parameters (in particular the duration of the
task) were chosen to make it very difficult to complete all
measurements and transmit the data successfully to avoid
ceiling effects. The whole experiment lasted for about 45-60
minutes. Throughout the experiment, the robot’s motion
trajectory, speech produced and detected, and the state of
the goal stack were recorded. This allowed us to examine
multiple objective performance measures in addition to the
subjective survey responses (e.g., the number of items mea-
sured or the number of commands issued).

After the experimental run, subjects were asked to fill out
the post-survey with questions about their impressions of the

interaction. Some of the questions in the post-survey were
designed to assess subjects’ attitudes toward robots in gen-
eral. Others asked about the subjects evaluation and com-
parison of the particular architectures to which they were ex-
posed in the experiment. The survey was administered via
computer, with care taken to minimize influencing factors
in the interface (e.g., “sliders” were employed for answers on
a scale with no initial default slider position; subjects had
to click to determine the initial position of the slider and
then adjust the slider accordingly). Finally, subjects were
debriefed about the simulation setup.

Equipment: The robot model simulated in these experi-
ments was a Pioneer P3AT within the Player/Stage environ-
ment (see Figure 1). We employed the goal management sys-
tem described above as part of the distributed integrated af-
fect, reflection, cognition architecture DIARC used success-
fully in previous HRI experiments. An overview of the main
functional components of the architecture and their map-
ping onto components in the ADE infrastructure is shown
in Figure 2. To eliminate speech recognition errors and their
influence on subject performance and thus their experience
of the robot (especially regarding their impressions of robot
autonomy which strongly correlate with the subjects’ im-
pressions of how well the robot understands them, e.g., [17]),
we employed a “human speech recognizer”: a human con-
federate was placed in a neighboring room with a headset
and instructed to transcribe the human instructions as soon
as they were understood (using a simple graphical interface
that provided the most common words and a text field for
words not depicted on buttons). Note that the graphical in-
terface was run within DIARC as a “speech recognizer” com-



ponent in exactly the same way as other speech recognizer
components are usually run within the architecture (e.g.,
SPHINX or SONIC (e.g., [17, 5]), hence the robot still had
to do all the parsing, natural language understanding, goal
generation, decision-making, action selection and execution,
etc. (different from full-fledged “Wizard-of-Oz” studies in
which the robot is completely controlled by a human wiz-
ard). In sum, the “human speech recognizer” allowed us to
eliminate the problem of having to sort out the difference
between a robot that did not understand a command and
one that understood but chose to ignore it, while leaving the
robot maximally autonomous (given that the human speech
recognizer only functioned as a close-to-perfect speech recog-
nition component in the architecture).

Note that there are no explicit provisions for robot auton-
omy or “adjustable autonomy” in the architecture. Rather,
dynamic robot autonomy is achieved with explicit represen-
tations of goals and subgoals, and mechanisms to decide
which to prioritize based on circumstances. Table 1 shows
the relevant parameters for the three goals used in the auton-
omy condition in the experiments. The “Obey commands”
goal requires the robot to follow the team leader’s orders
when they are received. The “Tracking” goal requires the
robot to move to and stay at a good transmission location.
The “Transmit” goal requires the robot to request the data
to be transmitted from the team leader and then attempt to
initiate transmission. The parameters are specifically chosen
such that the robot will engage in autonomous exploration
after 150 seconds (if it is not already at a transmission loca-
tion), and will initiate transmission after 195 seconds (if it
has not already been initiated) in an effort to ensure achieve-
ment of the overall mission goal. Hence it is possible that
the robot might not comply with a team leader command
if the command is inconsistent with its current actions dur-
ing the last 90 seconds of the task. The robot’s (initially)
subordinate role and particular goal parameters were specif-
ically chosen to create simple replicable experimental situ-
ations in which it would nevertheless be clear to subjects
that the robot was choosing its own actions. 3 In an at-
tempt to make the “disobedience” palatable to the human
team leader (i.e., to achieve acceptable (A4) autonomy), the
robot will announce changes in its goals (“We are running
out of time. I need to find a transmission location.”) and
give a rationale when it chooses not to comply with human
commands (“Sorry, I cannot stop right now, I am trying to
find a transmission location.”).

5. RESULTS AND DISCUSSION
As part of the task description read to subjects, the impor-

tance of finding the transmission location and successfully
transmitting data was stressed. Given that it very difficult
to complete all measurements and transmit the data suc-
cessfully, we expected subjects in the non-autonomous con-
dition to fail to transmit the data more frequently than in
the autonomous conditions simply because they overlooked
the time due to the cognitive load imposed on them by the

3While the robot’s behavior and decision-making can be
much more complex with a larger number of goals, which are
supported by the architecture, we were aiming at the small-
est number of goals that would allow for a thorough human
subject evaluation of the mechanism without obscuring the
causes of any effects due to too many different potentially
contributing behaviors.

Table 1: The parameters for all relevant goals in
the experimental autonomy condition used in goal
prioritization (b = 1800 for all goals).

Goal uG,min uG,max tstart c
Obey Commands .5 .5 300 600
Tracking .0 .54 240 400
Transmit .0 .46 240 200

measurement subtask. Hence, we first confirmed that the
autonomy condition does indeed help them to get the data
transmitted, as expected. A paired t-test comparing the
average number of successful transmissions from each sub-
ject’s autonomy (Ma = 2.6, sda = .7) and non-autonomy
(Mn = .8, sdn = 0.8) blocks finds that the difference is
highly significant (tpaired = −6.2, p < .001), as expected.

Hence, the question arises whether the robot autonomy
helped subjects perform their task better, i.e., whether robot
autonomy led larger number of measured formations and/or
to greater accuracy in the measurements. If (H1) is correct,
then subjects should perform better when working with the
autonomous robot, due to the robot “taking over” the track-
ing and transmission aspects of the team task. The results
in this regard are mixed. In the number of measurements
attempted in autonomy (Ma = 8.9, sda = 3.7) and non-
autonomy (Mn = 10.1, sdn = 3.4), there was no difference
(tpaired = 1.5, p = 0.9). Similarly for measurements com-
pleted (Ma = 6.4, sda = 4.0, Mn = 6.4, sdn = 4.5, tpaired =
0.0, p = .5). Thus, autonomy did not make or allow subjects
to work faster. However, there is evidence that subjects were
more accurate (i.e., produced more correct measurements)
in the autonomy mode (Ma = 4.5, sda = 3.4) than in the
non-autonomy mode (Mn = 3.5, sdn = 3.1), a marginally
significant difference (tpaired = −1.5, p = .08). This is par-
ticularly important as the results are within-subjects and
thus suggests that individuals were able to devote more cog-
nitive resources to the measurement task with robot auton-
omy compared to without. It is likely that this result will
become highly significant with a larger number of subjects.

Given that subjects were able to transmit data more fre-
quently in autonomous mode and also showed evidence for
improved accuracy, it is now interesting to check whether
they noticed a difference between the two modes. We ex-
amined both objective and subjective measures. For the
objective measure, we analyzed the number of commands
(motion commands, requests for signal strength readings,
etc.) issued by the human team member during the course
of the experiment. When in autonomy mode, subjects issued
an average of 54.4 commands (sda = 21.7), whereas in non-
autonomy mode, they issued 79.9 on average (sdn = 20.0).
This difference is highly significant (tpaired = 6.5, p < .001),
confirming that in autonomy mode, subjects spent fewer
cognitive resources directing the robot (thus also lending
further evidence to the trend about increased measurement
accuracy we described above, which is probably the result
of subjects being able to devote more cognitive resources to
the multiplications in autonomy mode).

For the subjective measures, we examined the items on
the post-experiment survey shown in Table 2, which pro-
vide strong support for (H2). Subjects took this survey on a



Table 2: Survey responses. Subjects were asked the same question for both the autonomous (a) and non-
autonomous (n) modes. Shown here are the means and standard deviations for each type and the results of a
pairwise t-test comparing the two. Statistically significant results at alpha = .05 are printed bold, marginally
significant results are printed in italics.

Performance Measure Ma sda Mn sdn tpaired p
Task Completion 2.6 .7 .8 .8 -6.2 < .001
Measurements Attempted 8.9 3.7 10.1 3.4 1.5 .9
Measurements Completed 6.4 4.0 6.4 4.5 0.0 .5
Measurements Correct 4.5 3.4 3.5 3.1 -1.5 .08
Commands Issued 54.4 21.7 79.9 20.0 6.5 < .001
Survey Item Ma sda Mn sdn tpaired p

1 The a/n robot was helpful. 7.3 2.6 3.4 2.5 -2.5 .02
2 The a/n robot was capable. 7.7 2.1 3.6 2.5 -3.0 .008
3 The a/n robot appeared to make its own decisions. 7.8 1.2 3.8 3.0 -3.8 .002
4 The a/n robot appeared to disobey my commands. 4.6 3.2 4.7 3.3 .05 .52
5 The a/n robot was cooperative. 7.0 2.8 4.3 3.0 -1.6 .07
6 The a/n robot acted like a member of the team. 7.0 2.6 3.5 2.5 -2.2 .03
7 The a/n robot was easy to interact with. 7.2 2.7 4.7 2.9 -1.6 .07
8 The a/n robot was annoying. 2.7 2.1 4.8 3.3 1.6 .07

computer, where they were presented with a series of items
to which they responded using a slider. Responses range
from 1 (for “strongly disagree”) to 9 (for “strongly agree”).
Although the survey items are fairly simple and direct, some
surprising trends can be found in subjects’ answers. From
items 1 through 3 in Table 2 we see that subjects found
the autonomy mode more helpful and more capable, and
also attributed decision-making to the robot in autonomy
mode to a much greater degree than to the non-autonomy
mode. These items are unsurprising, given the conditions,
and the results were as expected, confirming that subjects
did, in fact, recognize the difference between the two archi-
tectures. However, responses to the remaining items are not
as straightforward. Subjects appear to ignore the disobe-
dience (item 4), even though 9 of the 10 issued commands
that the robot refused to comply with in autonomy mode.
In fact, they rate the autonomy mode as more cooperative
(item 5). Hence, subjects do perceive the advantage of au-
tonomy mode and are willing to accept this potentially trou-
blesome aspect of autonomy (disobedience), and on items 6
to 8 seem to even express a preference for autonomy mode:
in autonomy mode the robot is viewed more as a team mem-
ber, easier to interact with, and less annoying.

In sum, subjects do attribute autonomy to the robot in
autonomy mode (A4). They accepted robot autonomy and
seemed to prefer it, even going so far as to ignore instances
of disobedience and attribute greater cooperativeness to the
autonomy mode (H2). Moreover, there is evidence suggest-
ing that subjects’ willingness to accept autonomy allows
them to concentrate more on other aspects of the task, lead-
ing to improved performance (H1).

6. RELATED WORK
While it is impossible to do justice to the large literature

on robot autonomy in the given space, we will briefly review
some related approaches and compare them to our work.
[12] propose a robotic architecture that uses visual commu-
nication and allows robots to execute various activities au-
tonomously based on decisions made using internal “motive”

variables. This is related to the affect variables used in the
utility calculation of our decision making system, although
making explicit the goal, benefit, and cost representations in
our utility calculation allows mechanisms for taking informa-
tion specific to the situation into account (e.g., urgency and
affect). Moreover, communication here is achieved through
natural language rather than visual signals.

[1] discuss the potential for improved performance in an
urban rescue scenario with six levels of adjustable auton-
omy using a GUI that automatically makes suggestions as
to when a switch in autonomy would likely be beneficial.
We take this idea further by defining different types of au-
tonomy, independent of their level, and investigate and em-
pirically quantify the effects on performance when the robot
is allowed to take on more (apparent) autonomy without
making suggestions to a human.

[10] argue that greater robot autonomy is justified by ac-
counting for greater user neglect; the experiments are de-
signed to determine the appropriate level of autonomy to
correct for various lengths of neglect time during a task. We
consider “accounting for neglect” to be (A2) autonomy, and
furthermore consider other definitions of autonomy.

[16] propose guidelines for an agent architecture that is
able to make decisions at an appropriate level of autonomy
at a given time based on collected information, reasoning,
and actuation of the results. However, the proposal is not
empirically evaluated. Moreover, autonomy is adjusted in
a centralized fashion, whereas autonomy adjustment in our
proposal occurs in a distributed, local fashion in each agent
(this has been shown to lead to better performance [2]).

[14] apply adjustable autonomy concepts to an “intelligent
assistant” meant to help manage plans and commitments
via reminders, conflict detection, etc. The system currently
makes suggestions to the user, but is being modified so that
the user can allow the program to autonomously implement
decisions based on their level of importance. Our exper-
iment applies a similar concept in a more general domain,
allowing a robotic agent acting in a dynamic environment to
autonomously make decisions and possibly reduce the work-



load of human team members.

7. CONCLUSIONS
This paper presented empirical evaluation of the conjec-

ture that dynamic robot autonomy can significantly improve
the performance of mixed human-robot teams while at the
same time being palatable to human team members. We
find some support for the hypothesis that (A3) autonomy
can contribute to performance improvements. Moreover, not
only is (A4) autonomy palatable, subjects seem to prefer it
over the non-autonomy mode. Although this may seem ob-
vious (for why would they not prefer the mode that they
find most competent and helpful?) it is likely that there
is a competing desire to have the machine obey commands
unconditionally, as that is the behavior we are used to in
most machines with which we interact. The results above
demonstrate that people can set aside such desires (if they
have them to begin with) when the team benefits. Moreover,
this is true despite the simple graphical depiction; subjects
perceived the autonomy, not because of the interface, but
because of the robot’s capability.

Future work will explore a third scenario, call it “incompe-
tent autonomy,” in which the robot’s autonomous behavior
is (possibly to varying degrees) harmful to the achievement
of the team’s goals. This will allow us to asses how much
the performance improvements affect acceptance of (A4).
Similarly, we will explore the use of affect expression in the
robot’s voice to convey the urgency that the robot is “feel-
ing;” affect expression may make (A4) autonomy more un-
derstandable to subjects, making them more likely to accept
it (cp. to [17]). Finally, we also plan to replicate these ex-
periments on a physically present robot to determine what
effect actual embodiment has on acceptance of (A4); it is
possible that people will be much less sanguine about robot
disobedience when they share the same physical space.
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