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ABSTRACT

Vulcan and DIARC are two robot architectures with very
different capabilities: Vulcan uses rich spatial represen-
tations to facilitate navigation capabilities in real-world,
campus-like environments, while DIARC uses high-level
cognitive representations to facilitate human-like tasking
through natural language. In this work, we show how the
integration of Vulcan and DIARC enables not only the ca-
pabilities of the two individual architectures, but new syner-
gistic capabilities as well, as each architecture leverages the
strengths of the other. This integration presents interest-
ing challenges, as DIARC and Vulcan are implemented in
distinct multi-agent system middlewares.

Accordingly, a second major contribution of this paper
is the Vulcan-ADE Development Environment (VADE): a
novel multi-agent system framework comprised of both (1)
software agents belonging to a single robot architecture and
implemented in a single multi-agent system middleware, and
(2) “Dual-Citizen” agents that belong to both robot archi-
tectures and that use elements of both multi-agent system
middlewares. As one example application, we demonstrate
the implementation of the new joint architecture and novel
multi-agent system framework on a robotic wheelchair, and
show how this integration advances the state-of-the-art for
NL-enabled wheelchairs.
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1. INTRODUCTION

Not all robot architectures are created equal. A large
number of integrated robot architectures have been devel-
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oped over the past few decades, but these differ wildly in
terms of the representations they use and the capabilities
and behaviors they enable, which are dependent on the re-
search objectives of their designers. This is particularly true
of the Vulcan robot architecture and middleware [26] and
the Distributed, Integrated, Affect, Reflection, Cognitive
Robot Architecture (DIARC) [36] as implemented in the
Agent Development Environment (ADE) MAS middleware.
Both Vulcan and DIARC are considered fully fledged robot
architectures implemented as fully fledged multi-agent sys-
tems (MAS). These architectures, however, have relatively
few overlapping representations, capabilities, and behaviors.
Beyond components to handle sensory data and deliver mo-
tor commands to robot bases, the architectures do not share
many common components: Vulcan uses the rich spatial rep-
resentations provided by the Hybrid Spatial Semantic Hier-
archy (HSSH) to enable navigation capabilities in real-world
environments, while DIARC uses high-level cognitive rep-
resentations to enable human-like tasking through natural
language.

In this case, however, difference begets opportunity. By
integrating the Vulcan and DIARC robot architectures
(through specific integration of the Vulcan and ADE MAS
middlewares), we have produced a new robot architecture
that is greater than the sum of its parts, with state-of-the-art
navigational capabilities thanks to Vulcan, state-of-the-art
linguistic capabilities thanks to DTIARC, and new synergis-
tic capabilities made possible only through this integration
(e.g., navigation to locations based on complex natural lan-
guage utterances with context-dependent meanings) as each
architecture leverages the other’s strengths. What is more,
this new hybrid integrated robot architecture is implemented
in the Vulcan-ADE Development Environment (VADE), a
novel multi-MAS-system. VADE provides a useful, novel
framework for multi-MAS integration through the use of so-
called Dual Citizen agents, as we will describe.

As an example application, we have implemented our
new integrated architecture on a robotic wheelchair (as
shown in Fig. 1), resulting in a wheelchair that advances
the state-of-the art. Intelligent wheelchairs represent an
attractive application not only because they benefit from



Figure 1: The Vulcan Intelligent Wheelchair

what is brought to the table by both Vulcan and DIARC,
but because they promise to be of great benefit to society.
Within the United States alone, there are at least 3.6 million
wheelchair users, 40% of whom find it difficult or impossi-
ble to control a wheelchair using a joystick [7, 12]. To make
wheelchairs more accessible, many researchers are turning to
Natural Language (NL) as a control modality. While such
NL-enabled wheelchairs have existed for nearly forty years
(e.g., [10]), even many of the most recently presented NL-
enabled wheelchairs have only limited capabilities, e.g., the
ability to be commanded to go forward, left, right, back-
wards and to stop [2, 3, 6, 19, 20, 22, 23, 31, 32, 34, 38, 40,
39, 44, 45]. There have, however, been a small number of re-
cent wheelchairs also capable of following walls [30], entering
elevators [25], traveling to nearby objects [14], or traveling
to named objects and locations [13, 24, 26, 29, 33, 42].

Although the new levels of autonomy and mobility that
current NL-enabled wheelchairs grant users is promising,
these wheelchairs do not come close to providing the
capabilities of human helpers. A human helper pushing
a wheelchair can do more than travel to named locations.
Human helpers learn about new locations and other entities
through observation and dialogue. They have memories of
events, preferences, and goals. They ask questions, make
suggestions, and make conversation. Furthermore, human
helpers are not troubled by environmental features like
elevators, multi-floor buildings, or “the outdoors”. While
NL-enabled wheelchairs will not truly rival the capabilities
of human helpers anytime soon, we believe that NL-enabled
wheelchairs are close to becoming genuine helpers that
augment their users’ capabilities in order to make them
effective in tasks of daily living, build rapport, and are
worthy of trust. As we will show, our integration results in
great progress towards this goal.

2. DIARC AND ADE

The Distributed, Integrated, Affect, Reflection, Cogni-
tive Robot Architecture (DIARC) is a hybrid deliberative-
reactive robotic architecture with a wide variety of high-
level cognitive capabilities [36]. Of particular relevance are
DIARC’s language- memory- and action-oriented compo-
nents. DIARC’s language-oriented components allow robots
to resolve a wide variety of referring expressions, including
anaphoric and deictic expressions (e.g., “it is in that break-
room”) and referring expressions that use descriptions (e.g.,
“go to the room across from the breakroom”) rather than
rigid designators that indicate their targets by name or la-
bel [46]. Furthermore, such referring expressions need not
be used in the context of direct commands: interlocutors are
free to use so-called indirect speech acts that follow conven-
tionalized social norms (e.g.,“I need to go to the bathroom”),
which DIARC interprets based on context [47]. DIARC’s
language-oriented components leverage its memory-oriented
components: some components use the POWER framework,
which allows uncertain information about both known and
hypothetical entities to be distributed across multiple het-
erogeneous knowledge bases [49, 50]; other components use
a general-purpose belief component to perform inference on
shared knowledge. This component is leveraged by DIARC’s
action-oriented components, which perform high-level goal
and action management capabilities.

While DTARC does have spatial reasoning and navigation
components [48], these are relatively rudimentary relative to
DIARC’s cognitive components. DIARC’s motion-oriented
components can easily allow a robot to traverse a hallway or
travel in a certain direction, but do not provide mapping ca-
pabilities, and use only rudimentary spatial representations.

DIARC is implemented in the Agent Development En-
vironment (ADE) multi-agent system middleware. ADE
is an architectural framework [18] that builds on previous
work from multi-agent systems [5, 41] in order to support
the development of individual agent architectures using dis-
tributed multi-agent system computing infrastructure. ADE
treats architectural components as autonomous software
agents in order to facilitate dynamic system configuration,
fault tolerance and recovery, distributed computation, and
autonomic computing [35, 1, 17].

3. VULCAN

The Vulcan robot architecture is a hybrid deliberative-
reactive architecture that focuses on the capabilities needed
for navigation in campus-like environments. These environ-
ments consist of multiple buildings with a variety of architec-
tural styles and pedestrian conditions ranging from empty
corridors to dense crowds.

The underlying map representation used in Vulcan is a
hybrid metric-topological map based on the Hybrid Spatial
Semantic Hierarchy (HSSH). The HSSH is a map represen-
tation that uses metric and topological representations of
small-scale space — the portion of the environment within
the robot’s immediate sensory horizon — to build metric and
topological maps of the large-scale environment. The HSSH
is a hierarchy of ontologies, where each layer in the hier-
archy provides a different abstraction of space. The Local
Metric layer uses a local simultaneous localization and map-
ping (SLAM) algorithm to build a Local Perceptual Map
(LPM) of the small-scale space around the robot. The Lo-



cal Topological layer parses the LPM into a set of discrete,
non-overlapping areas. The Global Topological layer uses
the areas detected by the Local Topological layer to build
a global topological map of large-scale space. The Global
Metric layer uses the global topology to construct a metric
map of large-scale space.

Parsing the environment into a topological map comprised
of small, discrete areas separates local structure from global
structure, allowing the mapping problem to be factored
into smaller, more easily solved parts. For example, met-
ric SLAM only needs to be performed within the local en-
vironment because the global structure of the environment
is constructed using the global topological map. Avoiding
reasoning about loop closures allows metric SLAM to run
in constant time because the robot’s sensors have a fixed
upper-bound on how much of the environment they can see.

Planning and navigation through the environment also
benefit from the HSSH representation. The global topo-
logical map provides a useful representation for navigation
by factoring the motion planning problem into: (a) graph
search through large-scale space, and (b) metric motion
planning in small-scale space. Furthermore, the sparse, sym-
bolic representation of a topological map allows for scalable
mapping of large environments [16].

Ultimately, a robotic wheelchair serves its human driver
and therefore needs to reason about the human’s goals and
intentions. The use of a topological map is thus advanta-
geous as it uses human-like representation of spatial knowl-
edge, facilitating human-like spatial reasoning. But if the
semantics of such a map are grounded solely in a robot’s
actions (e.g., if a map is structured solely with respect to
navigation affordances), as they are in Vulcan, then a robot
using it can only be commanded through reference to these
actions (e.g., by specifying a series of such affordances to
exploit). Vulcan currently accepts these types of commands
through a point-and-click user interface. In order to allow for
more natural interactions, Vulcan needs a way of grounding
its representations in the types of semantics more typically
seen in human conversations (e.g., recognizing that a certain
large-scale topological location may be a “kitchen”;, ‘may be
‘large”, and may contain various goal-relevant objects), and
should be able to accept commands that reference those as-
pects through a natural language interface.

Vulcan is implemented as a set of asynchronous, dis-
tributed components which communicate through a publish-
subscribe model, using the LCM communication library [15].
Though this approach lacks several features typical to multi-
agent systems, including white-page and yellow-page func-
tionality, we argue the Vulcan Middleware is a MAS when
viewed within the context of our larger integrated architec-
ture.

4. INTEGRATED APPROACH

4.1 The Vulcan-ADE Development Environ-
ment (VADE)
The Vulcan-ADE Development Environment (VADE)
framework is a multi-agent system comprised of three types
of components:

¢ DIARC Components: ADE components that only
exist within the DIARC architecture, and are only aware
of components implemented in the ADE middleware.

e Vulcan Components: Vulcan components that only
exist within the Vulcan architecture, and are only aware
of components communicating on Vulcan’s LCM channels.

e New Dual-Citizen Components: Components that
exist within both architectures, and can communicate both
with ADE components through Java RMI and with Vul-
can Components through LCM.

VADE’s Dual-Citizen Components are functional compo-
nents that require information and/or capabilities from both
DIARC and Vulcan in order to provide their desired func-
tions. These components exist within both architectures,
and are aware of both multi-agent systems, thus effecting an
inter-architectural bridge while maintaining flexibility and
preventing single-architecture components of either archi-
tecture from needing to know about the single-architecture
components of the other architecture.

These components are implemented as Java classes that
both extend the ADE Component interface (allowing com-
munication with ADE Components and the ADE Registry)
and provide LCM Publisher/Subscriber interfaces (allowing
communication with Vulcan Components). Of course, these
components cannot physically extend to both architectures;
we thus choose to grant them “primary” citizenship within
the ADE multi-agent system framework, so that they can
be started by the ADE Registry. This also means that if
these components fail, they can be restarted automatically
by the ADE Registry. If this happens, they will automati-
cally resubscribe to the appropriate LCM channels, allowing
Publishing and Subscribing functionality to automatically
go back into effect.

Of course, this is not the only choice we could have made.
One (expensive) option would have been to reimplement all
of Vulcan architecture within the ADE multi-agent system
middleware or all of DIARC architecture within the Vulcan
middleware. However, this would not only have been monu-
mentally time consuming, but would have removed function-
ality. Reimplementing Vulcan within ADE would have elim-
inated the speed advantages crucial to Vulcan’s operations
at the hardware level; reimplementing DIARC within Vul-
can would have removed the OS-agnostic portability, easy
distributability, and middleware features (e.g., dynamic sys-
tem reconfiguration) afforded by ADE.

Another option would have been to implement a “bridge”
component that handles all inter-architecture traffic. How-
ever, this would have been problematic for two reasons:
(1) it would have created a computational bottleneck, and
(2) in the case of failure of this component, all inter-
architectural communication would necessarily cease. In
contrast, if one Dual-Citizen Component goes down, other
inter-architectural communication can still proceed as usual
while the failed component goes through the process of
restarting and reconnecting with both architectures.

4.2 Vulcan-DIARC implementation in VADE

There are a number of advantages to Vulcan-DIARC inte-
gration at the architectural level: by integrating Vulcan and
DIARC, each can leverage the other’s capabilities, resulting
in new synergistic capabilities and behaviors. DIARC alone
is unable to engage in dialogue regarding large-scale spatial
locations, not because it lacks the linguistic faculties, but
rather because it lacks significantly rich spatial represen-
tations — such representations can be provided by Vulcan.
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Figure 2: Diagram for the integrated system. The
top and bottom halves correspond with the DI-
ARC and Vulcan architectures, respectively, with
the Navigation and Spatial Reasoning components
in the overlapping Dual-Citizen region belonging to
both architectures. Orange lines represent the exist-
ing inter-architecture connections. Green lines rep-
resent intended future connections. Connections be-
tween the Dialogue, Belief, and Goal Managers are
not shown due to connection density.

Similarly, we have typically restricted DIARC to small, sim-
ple, indoor environments — DIARC can leverage Vulcan’s
spatial reasoning and mapping capabilities in order to dis-
cuss, reason about, and travel through larger environments.

Similarly, Vulcan requires commands to be precisely spec-
ified within its map representation, e.g., using metric coordi-
nates, a topological action, or a named topological location.
But by leveraging DIARC’s linguistic capabilities, Vulcan
can travel to locations that are only loosely specified; an NL
comment like “I need my coffee!” does not clearly specify a
location, yet can be used to both infer such a location, and
the fact that the robot should travel to it.

As shown in Figure 2, the majority of VADE components
are pure Vulcan and ADE components. with two compo-
nents serving as Dual-Citizen components: the Navigation
Component and the Spatial Reasoning Consultant Compo-
nent. On the ADE side, these interact, respectively, with
the Goal Management and POWER components, as we will
describe. On the Vulcan side, we would ultimately like to
effect integration at multiple levels of the HSSH so that DI-
ARC can leverage Vulcan’s rich topological representations.
At this point, however, these dual citizen components only
communicate, respectively, with Vulcan’s Control and Local
Metrical components. This provides DIARC with access to
pose representations maintained by Vulcan, which can be
used to determine the robot’s current topological location
within DIARC’s own internal topological map (maintained
in the Spatial Reasoning Consultant ADE Component). DI-
ARC is then able to navigate through its internal topological
map by sending motion target to the Vulcan motion planner
when it decides it needs to visit the a particular topological
location. A result of this integration is that DIARC is now
able to operate in more dynamic and difficult environments.

In the following sections, we will go into depth into
VADE’s Components. As we have previously stated, we
use a robot wheelchair as one example application of our
integrated approach. Before discussing the software mod-
ules, we first discuss the specific hardware architecture of
the wheelchair.

4.3 Hardware Architecture

The presented robotic wheelchair (Fig. 1) is a
commercially-available powered wheelchair (Quantum
6000Z) modified to enable computer control and augmented
with two Hokuyo UTM-30LX laser rangefinders (one at
the front-right corner and one at the back-left corner) to
provide a 360° view of the wheelchair’s surroundings. Wheel
encoders and an inertial measurement unit are mounted on
the wheelchair to enable high-precision motor control.

The wheelchair is driven using a joystick. We enable
computer control by intercepting CAN bus communication
between the joystick and on-board controller. During au-
tonomous driving, the commands sent by the joystick are
replaced by commands calculated by Vulcan’s motion con-
troller. Whenever the joystick is in use by the driver, the
command from the human-controlled joystick is used. Oth-
erwise, the command from the Vulcan motion controller is
used. We thus always defer to human control.

4.4 Vulcan Components

The Vulcan robot architecture separates the overall prob-
lem of mapping, localizing, and navigating into two modules,
as shown in the lower half of Fig. 2.



4.4.1 HSSH

The robot’s map is represented using a variation of the Hy-
brid Spatial Semantic Hierarchy (HSSH) [4]. The HSSH is
a hybrid metric-topological map representation containing a
hierarchy of spatial ontologies that provide metric and topo-
logical representations of small-scale and large-scale space.

The Local Metric layer represents the portion of the
environment within the robot’s sensory horizon using an
occupancy-grid-based representation called the Local Per-
ceptual Map (LPM). The LPM contains the robot’s metric
knowledge of its current topological area. When the robot
transitions between topological areas, the LPM is shrunk
to remove the previous area. Discarding previously visited
areas ensures that no large-scale loop closures occur within
the LPM.

The Local Topological layer detects and classifies places
within the LPM. Through this process, a symbolic descrip-
tion of the LPM is created that contains a set of discrete,
non-overlapping areas: the basic entities in Vulcan’s topo-
logical map representation. This representation extends the
HSSH’s in the following ways.

First, the Vulcan representation distinguishes between two
types of places: decision points and destinations. A decision
point is an area located at the intersection of two or more
paths. A destination is an area that corresponds to a loca-
tion like an office or conference room. Decision points are
essential for determining the overall connectivity of areas
in the environment and are essential for navigation. Desti-
nations are most often located along paths and are usually
visited only if the robot is commanded to travel to them.

The second extension to the HSSH is a richer representa-
tion for path segments. Before, a path segment was a simple
connector that provided travel between two places. Now,
one can also have destinations located along its sides. This
allows for a more natural representation of the common in-
door environments encountered by the wheelchair.

The Global Topological layer creates and maintains a glob-
ally consistent topological map of the areas in the environ-
ment by running a topological SLAM algorithm [16] as the
robot travels through the environment. When the robot vis-
its an area, the Global Topological layer is responsible for
finding possible matches between the new area and a previ-
ously visited one, and adding new areas to the map.

4.4.2 Navigation Interfaces

The Control interface interacts with the Local Metric layer
of the HSSH, allowing the user to specify a velocity, (v,w),
for the robot to drive at, or a specific target pose, (z,y,0),
to drive to. In either case, the robot avoids obstacles and
safely executes the provided command.

For Vulcan, the Control interface is implemented using a
model-predictive control algorithm, MPEPC [28, 27], capa-
ble of navigating through the inherently dynamic and uncer-
tain conditions present in the real world. MPEPC generates
plans by simulating a variety of possible actions for the robot
to take and choosing a locally optimal action. The cost func-
tion used to make this choice includes the cost of the robot’s
actions and the probability of collision with static and dy-
namic obstacles, taking into account uncertainty about both
the robot’s motion and the motion of pedestrians.

The Decision interface interacts with the Local Topolog-
ical layer of the HSSH and allows a user to choose amongst
a small selection of qualitative actions for the robot to take

N

Figure 3: Visualization of Vulcan’s metric path plan-
ning during execution of a navigation command.

within a local area. For example, the robot can be com-
manded to drive to the end of a path segment and then turn
left when it reaches the next decision point. In this way,
the Decision interface allows the robot to be commanded in
a similar fashion to how a person might give directions to
another person [21]: by specifying a sequence of actions to
take at decision points along a route. The commands are
specified using the keyboard or a graphical interface.

The Goal interface interacts with the Global Topological
and Global Metric layers of the HSSH. The Goal interface
allows user to command the robot to drive to some named lo-
cation. In the global topological map, this location will be a
path or place that has been labeled with a unique name, like
a bathroom or office. In the global metric map, this location
would be a pose, (z,y,0), within a place like a bathroom or
office. Goals are selected using a graphical interface to select
amongst the collection of previously named locations.

4.5 ADE Components

In this subsection we will describe VADE’s ADE compo-
nents, as shown in the upper half of Fig. 2.

4.5.1 Speech Recognition and Production

Natural language utterances enter the architecture
through DIARC’s Speech Recognition component, which
uses the Sphinx4 library [43] to transduce speech into
text. Similarly, the Speech Production component uses the
MaryTTS library [37] to synthesize text into vocal output.

4.5.2 Natural Language Processing (NLP)

The NLP component first performs syntactic processing
using the C&C CCG-based dependency parser [11]. The
produced dependency graph is then converted to a tree
which is used for several purposes [46]: (1) One variable is
instantiated for each referenced entity in the tree; (2) Logical
formulae denoting properties and relations are instantiated
for each property and relation in the tree, and semantic pro-
cessing rules are used to analyze the tree in order to produce
a formula for the tree’s root node; (3) “Status cues” are asso-
ciated with each referenced entity, based on what determiner



(if any) is attached to that entity; (4) The utterance’s illo-
cutionary point (e.g., Statement, Question, Instruction) is
determined based on the root node of the tree.

4.5.3 Reference Resolution

Reference resolution determines what entities in the
robot’s (possibly distributed and heterogeneous [50]) knowl-
edge bases should be associated with each referenced en-
tity, using the Probabilistic Open World Entity Resolution
(POWER) algorithm [49]. POWER is designed to operate in
uncertain and open worlds, and handles references to both
known and unknown entities. Specifically, the Givenness-
Hierarchy-theoretic GH-POWER is used [46], which uses a
hierarchical cognitively-inspired memory structure (consist-
ing of the Focus of Attention, Short Term Memory, Dis-
course Context, and Long Term Memory) to resolve definite
noun phrases and anaphoric and deictic expressions.

The end product of reference resolution is a set of map-
pings from variables to memory traces associated with en-
tities in a robot’s long-term memory. These memory traces
are used to create a set of bound semantic structures, which
differentially bind the open variables of the logical formula
associated with the utterance’s root node. These bound se-
mantic structures are used in turn to create bound utterance
representations which are sent to the pragmatics component.

4.5.4 Pragmatics

DIARC’s Pragmatics component uses a set of context-
sensitive Dempster-Shafer-Theoretic logical rules to deter-
mine the intention underlying each candidate utterance rep-
resentation [47]. This results in a set of belief updates which
are passed to the Dialogue, Belief, and Goal Management
components (DBGM, collectively).

4.5.5 Dialogue, Belief, and Goal Management

DIARC’s Dialogue, Belief, and Goal Management compo-
nents (DBGM, collectively) are responsible for tracking and
coordinating dialogue [9], storing beliefs and performing in-
ference in a general-purpose knowledge base, and tracking
and acting on goals [8]. If the DBGM needs to respond to its
user, it sends its own intention back through the Pragmat-
ics component, which can work in reverse to determine the
utterance which should be used to communicate a particu-
lar intention. If a robot’s interlocutor uses a command to
instruct the robot, the DBGM instantiates a new goal based
on intentions underlying that command and determines how
to accomplish it. Of particular relevance are commands to
travel to particular locations, which is accomplished by DI-
ARC’s Spatial Reasoning Component.

4.6 Dual-Citizen Components

The Spatial Reasoning Consultant Component (SRC)
serves as the primary knowledge interface between DIARC
and Vulcan. The SRC maintains a graph of both large-scale
and small-scale topological locations, where connectivity in-
dicates either physical adjacency or containment. Each lo-
cation is associated with an identifier, property list, and (in
the case of grounded small-scale locations), coordinate pose.

When DIARC determines that the robot must navigate
to a particular location, the SRC finds the shortest path to
that location, and incrementally sends the robot to the co-
ordinates of each intermediate waypoint by sending them to
the Navigation Component, which serves as the primary ac-

tion interface between DIARC and Vulcan. The Navigation
Component broadcasts those coordinates over the appropri-
ate LCM channel. Similarly, when DIARC’s goal manager
determines the robot needs to simply drive forward, turn,
or stop, the navigation component effects these motions by
broadcasting messages over other LCM channels. The next
integration step will be to integrate Vulcan’s topological ca-
pabilities with DIARC: when this is accomplished, many of
the responsibilities of these two components will be trans-
ferred to pure Vulcan components, providing more of a com-
municational role to these two Dual-Citizen Components.

Note that both DTARC and the HSSH are fully fledged
robot architectures, and capabilities implemented in their
respective middlewares. For example, both architectures
typically make use of the robot’s laser rangefinders, for ex-
ample, and both typically send motor commands to effect
robot motion. But both architectures cannot be responsi-
ble for these overlapping capabilities, and thus we had to
decide which architecture should cede some of its control.
Because the Vulcan solely focuses on spatial reasoning and
motion planning, it makes sense for DIARC to do so. From
DIARC’s perspective, each Dual-Citizen component is just
another component, which happens to provide these ceded
capabilities, and is not aware that those components are
in fact part of an entire another architecture, or that the
motion primitives sent to the Navigation component may
spawn complex navigational procedures. Similarly, Vulcan
views each Dual-Citizen components as just another pub-
lisher /subscriber, and is not aware that the motion targets
they publish come from DIARC and not a human user.

This is not to say that there are not disadvantages to this
approach, however. Because Vulcan and ADE middlewares
are not aware that they are part of the larger VADE mid-
dleware, VADE essentially has two managers that are not
aware of each other. Each manager may take actions that
are locally beneficial but deeply problematic from the per-
spective of the other manager. If the ADE registry decides to
perform dynamic load balancing by moving a Dual-Citizen
component to a different host, this would be equivalent to
that component going down from the perspective of Vulcan.
While these problems are ameliorated within VADE by the
decentralized nature of Vulcan, such cases may still occur
if Dual-Citizen components are started on or dynamically
relocated to a host to which Vulcan does not have access
permissions. As a result, it may be necessary to proactively
attempt to avoid some of these failure cases through changes
in architectural configuration, or disabling of certain middle-
ware capabilities — considerations that will need to be more
seriously considered by MAS integrators intending to use a
Dual-Citizen approach with a different pair of MAS middle-
wares.

S. DEMONSTRATION

We will now present a proof of concept demonstra-
tion of our integrated approach, as implemented on the
robotic wheelchair we previously described. A video of
this demonstration can be viewed at https://tiny.cc/
wheelchairdemo. In this demonstration, the wheelchair
begins in an office environment, and is told by its rider
(“Jim”) “I need my coffee!”.  After recognition, DI-
ARC’s ASR component passes this utterance to its NLP
component, which performs parsing and reference resolu-
tion. This utterance is parsed into the utterance form
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Statement(jim, sel f, need(jim, X)) with supplemental se-
mantics cof fee(X).

At the start of this interaction, the robot’s Short Term
Memory and Focus of Attention are both empty, and thus
the robot’s Long Term Memory is searched for a suitable
referent to bind to the variable X. The property cof fee(X)
is advertised only by POWER’s objects consultant, which
manages a knowledge base of known objects. This KB starts
off with knowledge of a handful of objects, including their
properties and locations. Included in this set is one coffee-
like entity, with memory trace objs. This trace is bound to
X, producing Statement(jim, sel f, need(jim, objs)), which
is passed to DIARC’s pragmatic reasoning component. This
component has a rule with implicative content:
Statement(X,Y,need(X,Z)) = goal(Y, have(X,Z)), re-
sulting in the goal have(jim, objs) being adopted.

The SRC identifies the location of objs as locs1, and cre-
ates a plan to visit the set of waypoints on the path to locs;.
DIARC’s DBGM then executes this plan one step at a time:
for each waypoint, the DBGM acquires the coordinates of
that location from the SRC and passes them to DIARC’s
Navigation component, which in turn broadcasts these co-
ordinates over LCM to Vulcan.

The command from the Navigation component is received
by Vulcan’s Control component, which initiates a new mo-
tion planning task to drive to the specified coordinates. Us-
ing MPEPC, the wheelchair performs the task by driving
to the desired coordinates. During motion planning, the
state of the environment is estimated at 10Hz, including the
position and velocity of pedestrians around the robot, the
location of static obstacles, and the wheelchair’s own posi-
tion and velocity. This fast update allows the wheelchair to
safely navigate even through dense crowds.

When the wheelchair arrives at a destination, it broad-
casts an LCM message indicating action success. When this
message is received by the Dual-Citizen Navigation compo-
nent, it moves on to the next step in its navigation plan:
once again, the DBGM will acquire the coordinates of the
next small-scale place along the path, and send those coordi-
nates to the Navigation component. As this process iterates,
the wheelchair drives down several hallways until it reaches
the door to the room containing the coffee. The robot then
turns, and drives through the doorway in order to reach the
last point along the route.

We have demonstrated the capabilities enabled by our in-
tegrated approach: this should not be taken as, nor is this
intended to be, a formal empirical evaluation. While the
components of the Vulcan and DIARC architectures have
been evaluated independently, a holistic, extrinsic evaluation
of this integrated approach will still eventually be necessary.

6. CONCLUSIONS

In this paper, we make three primary contributions. First,
we demonstrated how the integration of the Vulcan and DI-
ARC architectures produces a hybrid architecture with not
only the capabilities of both architectures, but new syner-
gistic capabilities as well: by leveraging Vulcan, DTARC can
navigate through environments, Vulcan can initiate actions
based on flexible natural language requests, and as a whole,
Vulcan-DIARC can now travel to previously unknown ob-
jects that are learned about in one-shot through natural
language, a capability previously held by neither architec-
ture.

Figure 4: Metric-topological map of the demon-
stration environment. This 44m x 75m map was
produced by running Vulcan’s metric SLAM and
place classification algorithms on sensor data of the
wheelchair being manually driven through an envi-
ronment. Color indicates the “type” of each region
in the topological map: decision points are blue,
path segments are green, and destinations are red.

Second, we showed how this integration could be imple-
mented in a new multi-agent system comprised of agents
from two distinct multi-agent systems, plus Dual-Citizen
agents that belonged to both multi-agent systems. This pro-
vides a novel, useful framework for multi-MAS integration
which could be used for future integrated approaches.

Finally, we showed how, when implemented on a robotic
wheelchair, this integration significantly extends the state-
of-the-art for NL-enabled wheelchairs. Like a small num-
ber of other recent wheelchairs [13, 24, 26, 29, 33, 42], our
wheelchair can travel to described objects and locations.
Within this set of wheelchairs, however, our is unique with
respect to its cognitive approach: to our knowledge, no pre-
viously presented NL-enabled wheelchair has been capable of
handling natural, indirect language [47], hypothesizing new
objects and locations based on natural language [50], mod-
eling cognitive structures to resolve anaphora [46], or asking
clarification questions [47, 51], all of which are afforded to
our wheelchair through this integrated approach.

As previously discussed, however, there are a number of
architectural interfaces that have not yet been implemented,
most notably the use of the HSSH’s rich topological repre-
sentations within DTARC, and the integration of Vulcan’s
Decision and Goal interfaces. This represents our immedi-
ate next step for future work. Integrating these remaining
architectural interfaces will in turn enable a host of possible
research directions. Allowing DIARC to add new abstract
representations for large-scale locations to Vulcan’s topo-
logical map will allow a DIARC-Vulcan controlled robot to
travel to not only previously unknown objects described in
natural language, but to previously unknown locations as
well (c.f. [48]). In the future, we are also interested in in-
tegrating novel episodic memory management and prefer-
ence modeling capabilities into DIARC. This would allow a
DIARC-Vulcan controlled robot to follow directives such as
“Bring me to my barbershop” or “Let’s go to the park we vis-
ited last week,” which require consideration of such episodic



memories or preferences. Once such capabilities have been
enabled, we aim to perform a long-term, extrinsic usabil-
ity study evaluating the wheelchair’s ability to facilitate the
tasks of everyday living. Of course, the presented applica-
tion to a robotic wheelchair is only one example; the integra-
tion of these two architectures may well lead to significant
advances in other domains as well.
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